
Fractional Laplacian with supercritical killings

Soobin Cho Renming Song∗

Abstract

In this paper, we study Feynman-Kac semigroups of symmetric α-stable processes with
supercritical killing potentials belonging to a large class of functions containing functions of the
form b|x|−β , where b > 0 and β > α. We obtain two-sided estimates on the densities p(t, x, y)
of these semigroups for all t > 0, along with estimates for the corresponding Green functions.
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1 Introduction

Suppose Y = {Yt, t ≥ 0; Px, x ∈ Rd} is a Markov process on Rd and κ is a Borel function on Rd.
Under some conditions on κ, the operators

P κt f(x) = Ex
[
exp

(
−
ˆ t

0
κ(Ys)ds

)
f(Yt)

]
, t ≥ 0,

form a semigroup. The semigroup (P κt )t≥0 is called a Feynman-Kac semigroup or a Schrödinger
semigroup, with potential κ.

If L is the generator of Y , then the generator of (P κt )t≥0 is L − κ. Feynman-Kac semigroups
are very important in probability, statistical physics and other fields. They have been intensively
studied, see, for instance, [17,27] and the references therein for early contributions, and [11,12,14,16]
and the references therein for recent contributions. If κ is a non-negative function, then (P κt )t≥0 is
a (sub)-Markov semigroup, and so there is a Markov process associated with it. In this case, we
say that κ is a killing potential.

A function κ is said to belong to the Kato class of Y if

lim
t→0

sup
x∈Rd

Ex
ˆ t

0
|κ(Ys)|ds = 0.

For equivalent analytic characterizations of the Kato class of Brownian motion, we refer to [17,27].
A potential belonging to the Kato class is small, in the sense of quadratic forms, compared to the
generator L of Y , so L − κ can be regarded as a small (or subcritical) perturbation of L. For
various Hunt processes, it is well known that Kato class perturbations preserve short time heat
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kernel estimates, see, for instance, [5,18,29] for the cases of Gaussian heat kernel estimates, [28,31]
for α-stable-like heat kernel estimates, and [21] for more general heat kernel estimates.

In this paper, we will concentrate on Feynman-Kac semigroups with killing potentials belonging
to a certain class, containing functions of the form κ(x) = b|x|−β with b, β > 0 as examples, in the
case when Y is an isotropic α-stable process (with generator −(−∆)α/2), α ∈ (0, 2). Potentials of
the form κ(x) = b|x|−β, particularly the case β = α, are very important and have been studied
intensively, see, for instance, [1, 3, 4, 6, 7, 23] and the references therein.

In the remainder of this paper, we always assume that Y is an isotropic α-stable process with
generator −(−∆)α/2. The Dirichlet form of Y is (E , D(E)), where

D(E) =
{
u ∈ L2(Rd) :

ˆ
Rd

ˆ
Rd

(u(x)− u(y))2

|x− y|d+α
dxdy <∞

}
and

E(u, u) = 1

2
A(d,−α)

ˆ
Rd

ˆ
Rd

(u(x)− u(y))2

|x− y|d+α
dxdy, u ∈ D(E)

with

A(d,−α) = α2α−1Γ((d+ α)/2)

πd/2Γ(1− α)
.

The process Y has a transition density q(t, x, y) such that

C−1q̃(t, x, y) ≤ q(t, x, y) ≤ Cq̃(t, x, y), (t, x, y) ∈ (0,∞)× Rd × Rd (1.1)

for some C = C(d, α) > 1, where

q̃(t, x, y) := t−d/α
(
1 ∧ t1/α

|x− y|

)d+α
. (1.2)

When β ∈ (0, α), the function κ(x) = b|x|−β with b ∈ R belongs to the Kato class of Y . In this
case, the corresponding Feynman-Kac semigroup (P κt )t≥0 has a density pκ(t, x, y) and, for small
t, pκ(t, x, y) is comparable with q(t, x, y). More precisely, for any T > 0, there exists a constant
C = C(d, α, b, β, T ) > 1 such that

C−1q̃(t, x, y) ≤ q(t, x, y) ≤ Cq̃(t, x, y), (t, x, y) ∈ (0, T ]× Rd × Rd.

See [28, Theorem 3.4].
The function κ(x) = b|x|−α does not belong to the Kato class of Y . According to the fractional

Hardy inequality, the quadratic form below

E(u, u) + b

ˆ
Rd

u2(x)

|x|α
dx, u ∈ C∞

c (Rd)

is non-negative definite if and only if

b ≥ −b∗d,α where b∗d,α :=
2αΓ((d+ α)/4))2

Γ((d− α)/4))2
.
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In this sense, κ(x) = b|x|−α is a critical potential. In this case, the effective state space of the Markov
process associated with (P κt )t≥0 is Rd0 := Rd \ {0}. When d > α and b ≥ −b∗d,α, according to [7,
Theorem 1.1], [16, Theorem 3.9] and [20, Theorem 1.1], the corresponding Feynman-Kac semigroup
(P κt )t≥0 has a density p

κ(t, x, y) satisfying the following estimates: there exists C = C(d, α, b, α) > 1
such that for all (t, x, y) ∈ (0,∞)× Rd × Rd,

C−1

(
1 ∧ |x|

t1/α

)δ (
1 ∧ |y|

t1/α

)δ
q̃(t, x, y) ≤ pκ(t, x, y) ≤ C

(
1 ∧ |x|

t1/α

)δ (
1 ∧ |y|

t1/α

)δ
q̃(t, x, y),

where δ ∈ [−(d− α)/2, α) is uniquely determined by the one-to-one map

δ 7→ −2αΓ((α− δ)/2) Γ((d+ δ)/2)

Γ(−δ/2) Γ((d+ δ − α)/2)
= b

from [−(d− α)/2, α) to [−b∗d,α,∞).

When β > α, the function κ(x) = b|x|−β is said to be supercritical. Note that if b < 0, the
quadratic form

E(u, u) + b

ˆ
Rd

u2(x)

|x|β
dx, u ∈ C∞

c (Rd)

is not non-negative definite. Thus, we will concentrate on the case b > 0. The purpose of this paper
is to obtain two-sided estimates on the density of the corresponding Feynman-Kac semigroup In
fact, we will deal with a general class of supercritical potentials which includes κ(x) = b|x|−β, with
β > α and b > 0, as examples. We state here our main result in the particular case of κ(x) =
b|x|−β with β > α and b > 0. We will use pβ,b(t, x, y) to denote the density of the corresponding
Feynman-Kac semigroup and use Gβ,b(x, y) to denote the corresponding Green function defined
as Gβ,b(x, y) =

´∞
0 pβ,b(t, x, y) dt. For a, b ∈ R, we use the usual notation a ∧ b := min{a, b} and

a ∨ b := max{a, b}. For two non-negative functions f and g, the notation f ≍ g means that there
exists a constant c > 1 such that c−1g(x) ≤ f(x) ≤ cg(x) in the common domain of definition of f
and g. In this paper, we will use the following notation

Log r := log(e− 1 + r), r ≥ 0. (1.3)

Theorem 1.1. (i) (Small time estimates) Let T > 0. There exist constants λ1 = λ1(β, b) > 0,
λ2 = λ2(β, b) > 0 and C = C(d, α, β, b, T ) > 1 such that for all t ∈ (0, T ] and x, y ∈ Rd0,

pβ,b(t, x, y) ≤ C

(
1 ∧ |x|β

t

)(
1 ∧ |y|β

t

)
×
[
e−λ1t/(|x|∨|y|)

β
t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
+ t−(d+2α−2β)/β

(
1 ∧ t1/β

|x− y|

)d+2α ]
(1.4)

and

pβ,b(t, x, y) ≥ C−1

(
1 ∧ |x|β

t

)(
1 ∧ |y|β

t

)
×

[
e−λ2t/(|x|∨|y|)

β
t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
+ t−(d+2α−2β)/β

(
1 ∧ t1/β

|x− y|

)d+2α ]
. (1.5)
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(ii) (Large time estimates) There exist comparison constants depending only on d, α, β and b
such that the following estimates hold for all t ∈ [2,∞) and x, y ∈ Rd0: (1) If d > α, then

pβ,b(t, x, y) ≍ (1 ∧ |x|β)(1 ∧ |y|β) t−d/α
(
1 ∧ t1/α

|x− y|

)d+α
;

(2) if d = 1 < α, then

pβ,b(t, x, y) ≍
(
1 ∧ |x|β ∧ |x|α−1

t(α−1)/α

)(
1 ∧ |y|β ∧ |y|α−1

t(α−1)/α

)
t−1/α

(
1 ∧ t1/α

|x− y|

)1+α

;

and (3) if d = 1 = α, then

pβ,b(t, x, y) ≍
(
1 ∧ |x|β ∧ Log |x|

Log t

)(
1 ∧ |y|β ∧ Log |y|

Log t

)
t−1

(
1 ∧ t

|x− y|

)2

.

(iii) (Green function estimate) There exist comparison constants depending only on d, α, β and
b such that for all x, y ∈ Rd0, (1) if d > α, then

Gβ,b(x, y) ≍
(
1 ∧ (|x| ∧ 1)β

(|x− y| ∧ 1)α

)(
1 ∧ (|y| ∧ 1)β

(|x− y| ∧ 1)α

)
1

|x− y|d−α
;

(2) if d = 1 < α, then

Gβ,b(x, y) ≍
(
1 ∧ (|x| ∧ 1)β

(|x− y| ∧ 1)α

)(
1 ∧ (|y| ∧ 1)β

(|x− y| ∧ 1)α

)(
1 ∧ |x| ∨ 1

|x− y| ∨ 1

)α−1(
1 ∧ |y| ∨ 1

|x− y| ∨ 1

)α−1

×
(
(|x|β ∧ |x|α) ∨ |x− y|α

)(α−1)/(2α)(
(|y|β ∧ |y|α) ∨ |x− y|α

)(α−1)/(2α)
;

and (3) if d = 1 = α, then

Gβ,b(x, y) ≍
(
1 ∧ (|x| ∧ 1)β

|x− y| ∧ 1

)(
1 ∧ (|y| ∧ 1)β

|x− y| ∧ 1

)(
1 ∧ Log |x|

Log |x− y|

)1/2(
1 ∧ Log |y|

Log |x− y|

)1/2

×
[
Log

(
|x|β ∧ |x|
|x− y| ∧ 1

)
Log

(
|y|β ∧ |y|
|x− y| ∧ 1

)]1/2
.

Remark 1.2. Both terms in the square brackets on the right hand sides of (1.4) and (1.5) are
needed. In some region of (0, T ] × Rd × Rd, one term dominates and otherwise the other term
dominates.

It is natural to study heat kernel estimates of Feynman-Kac semigroups of Brownian motion with
supercritical killing potentials of the κ(x) = b|x|−β with β > 2. We believe that the corresponding
heat kernel estimates are drastically different. One reason for this is that, according to [24–26],
the density p2,b(t, x, y) of the Feynman-Kac semigroup corresponding to the generator ∆ − b|x|−2

admits the following estimates: There exist positive constants ci, i = 1, 2, 3, 4, such that for all
(t, x, y) ∈ (0,∞)× Rd × Rd,

c1

(
1 ∧ |x|√

t

)δ (
1 ∧ |y|√

t

)δ
t−d/2 exp

(
−c2

|x− y|2

t

)
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≤ p2,b(t, x, y) ≤ c3

(
1 ∧ |x|√

t

)δ (
1 ∧ |y|√

t

)δ
t−d/2 exp

(
−c4

|x− y|2

t

)
,

where δ =
√
(d− 2)2/4 + b − (d − 2)/2. Another reason is that, according to [23, Lemma 2.1], if

β > 2, then

u(x) = |x|−
d
2
+1K(d−2)/(β−2)

(
2

β − 2

√
b|x|−

β−2
2

)
is a solution of

∆u− b|x|−βu = 0,

where K(d−2)/(β−2) is the modified Bessel function of the second kind. It is known that

lim
r→∞

K(d−2)/(β−2)(r)/(r
−1/2e−r) = (π/2)1/2.

See [2, 9.7.2]. Using this asymptotic property of K(d−2)/(β−2), one can easily check that the function
u decays exponentially at the origin. Due to the two reasons above, we believe that the density
of the Feynman-Kac semigroup corresponding to the generator ∆ − b|x|−β, β > 2, decays to 0
exponentially at the origin, instead of algebraically as in Theorem 1.1. Because of this, heat kernel
estimates of Feynman-Kac semigroups of Brownian motion with supercritical killing potentials of
the κ(x) = b|x|−β with β > 2 are more delicate. We intend to tackle this in a separate project.

The approach of this paper is probabilistic. The probabilistic representation of the Feynman-
Kac semigroup, the Lévy system formula, and the sharp two-sided Dirichlet heat estimates for the
fractional Laplacian in balls and exterior balls obtained in [8,13] play essential roles. To help us get
the behavior of the heat kernel near the origin, we need to construct appropriate barrier functions,
see Section 3.

Now we introduce the class of potentials that we will deal with in this paper.
For β2 ≥ β1 > α and Λ ≥ 1, let Cα(β1, β2,Λ) be the family of all strictly increasing continuous

functions ψ : (0,∞) → (0,∞) with ψ(1) = 1 satisfying the following property:

Λ−1

(
R

r

)β1
≤ ψ(R)

ψ(r)
≤ Λ

(
R

r

)β2
for all 0 < r ≤ R. (1.6)

Definition 1.3. Let ψ ∈ Cα(β1, β2,Λ) and κ be a non-negative Borel function on Rd0.
(i) We say that κ belongs to the class K0

α(ψ,Λ) if

Λ−1

ψ(|x|)
≤ κ(x) ≤ Λ

ψ(|x|)
for all x ∈ Rd0 with |x| ≤ 1 (1.7)

and

sup
x∈Rd\B(0,1)

κ(x) ≤ Λ. (1.8)

(ii) We say that κ belongs to the class Kα(ψ,Λ) if (1.7) holds and

κ(x) ≤ Λ

ψ(|x|)
for all x ∈ Rd0 with |x| ≥ 1. (1.9)
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The inclusion Kα(ψ,Λ) ⊂ K0
α(ψ,Λ) is obvious.

In this paper, we consider heat kernel estimates for non-local operators of the form

Lκα := −(−∆)α/2 − κ(x)

when κ ∈ K0
α(ψ,Λ) or κ ∈ Kα(ψ,Λ). It is obvious that the function κ(x) = b|x|−β, with β > α and

b > 0, belongs to Kα(r
β, b ∨ b−1).

The rest of this paper is organized as follows. In Section 2, we collect some preliminary re-
sults. In Section 3, we construct appropriate barrier functions and prove some survival probability
estimates. Small time heat kernel estimates are proved in Section 4. In Section 5, we prove a
key proposition needed to get large time heat kernel estimates. Large time heat kernel estimates
are proved in Section 6. In Section 7, we prove the Green function estimates. In the Appendix,
we prove a lemma which is used in getting the large time heat kernel upper bound in the case
d = 1 = α. We believe this result is of independent interest.

2 Preliminaries

In the remainder of this paper, we assume that β2 ≥ β1 > α and Λ ≥ 1 are given constants,
ψ ∈ Cα(β1, β2,Λ) and κ ∈ K0

α(ψ,Λ).
Recall that Y = {Yt, t ≥ 0; Px, x ∈ Rd} is an isotropic α-stable process on Rd with generator

−(−∆)α/2 and the density q(t, x, y) of Y satisfies (1.1) with q̃ defined by (1.2). From (1.1), one
sees that there exists C = C(d, α) > 1 such that for all t, s > 0 and x, y ∈ Rd,

ˆ
Rd
q̃(t, x, z)dz ≤ C

ˆ
Rd
q(t, x, z)dz = C (2.1)

andˆ
Rd
q̃(t, x, z)q̃(s, z, y)dz ≤ C2

ˆ
Rd
q(t, x, z)q(s, z, y)dz = C2q(t+ s, x, y) ≤ C3q̃(t+ s, x, y). (2.2)

Note that

q̃(t, x, y) ≍ q̃(t, 0, y) for all t > 0 and x, y ∈ Rd with |x| ≤ 2t1/α. (2.3)

Indeed, if |y| < 4t1/α, then q̃(t, x, y) ≍ t−d/α ≍ q̃(t, 0, y) and if |y| ≥ 4t1/α, then q̃(t, x, y) =
t|y − x|−d−α ≍ t|y|−d−α ≍ q̃(t, 0, y). We also note that

2−1q̃(t, x, y) ≤ q̃(s, x, y) ≤ 2d/αq̃(t, x, y) for all t > 0, t/2 ≤ s ≤ t and x, y ∈ Rd. (2.4)

For an open subset U of Rd, let τYU := inf{t > 0 : Yt /∈ U} be the first exit time from U for Y .
The killed process Y U on U is defined by Y U

t = Yt if t < τYU and Y U
t = ∂ if t ≥ τYU , where ∂ is

the cemetery point. It is known that the process Y U has a jointly continuous transition density
qU : (0,∞)× U × U → (0,∞) such that qU (t, x, y) ≤ q(t, x, y) for all t > 0 and x, y ∈ U .

Define for t ≥ 0, x ∈ Rd and a non-negative Borel function f on Rd,

P κt f(x) = Ex
[
exp

(
−
ˆ t

0
κ(Ys)ds

)
f(Yt)

]
. (2.5)
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Since κ is non-negative, we can extend (P κt )t≥0 to a strongly continuous Markov semigroup on
L2(Rd). Let Xκ be the Markov process on Rd associated with the semigroup (P κt )t≥0. When
d ≥ α, singletons are polar, and so Px(τYRd0 = ∞) = 1. So in this case, we can regard Xκ as a

Markov process on Rd0. Now let us consider the case d = 1 < α. In this case, since β1 > α > 1, by
(1.7) and (1.6) (with ψ(1) = 1), we have for all δ ∈ (0, 1),

ˆ δ

−δ
κ(y)dy ≥ 1

Λ

ˆ δ

−δ

dy

ψ(|y|)
≥ 1

Λ2

ˆ δ

−δ

dy

|y|β1
= ∞.

Hence, it follows from [32, Lemma 1.6] that

P0

(ˆ t

0
κ(Ys)ds = ∞ for all t > 0

)
= 1.

Combining the above with the strong Markov property, we get that for any x ∈ R0,

Px
(ˆ t

0
κ(Ys)ds = ∞ for all t > τYRd0

)
= 1.

Thus, in both cases, it holds that for any t > 0 and x ∈ Rd0,

P κt f(x) = Ex
[
exp

(
−
ˆ t

0
κ(Ys)ds

)
f(Yt) : t < τYRd0

]
= Ex

[
exp

(
−
ˆ t

0
κ(Y

Rd0
s )ds

)
f(Y

Rd0
t )

]
.

Therefore, Xκ can be considered as a process on Rd0 and it can be obtained as follows: first kill the
process Y upon exiting Rd0 and then kill the resulting process using the killing potential κ. From
now on, we always regard Xκ as a process on Rd0.

For an open subset U of Rd0, we denote by τκU = τX
κ

U the first exit time from U for Xκ and by
Xκ,U the killed process of Xκ on U . Let U be an open subset of Rd0 such that U ⊂ Rd0. By (1.7)
and (1.8), we have supx∈U κ(x) <∞, and therefore,

lim
t→0

sup
x∈U

∣∣∣∣ˆ t

0

ˆ
U
qU (s, x, y)κ(y)dyds

∣∣∣∣ ≤ lim
t→0

t sup
y∈U

κ(y) = 0.

Hence, by general theory, the semigroup (P κ,Ut )t≥0 of Xκ,U can be represented by the following
Feynman-Kac formula: For any t ≥ 0, x ∈ U and any non-negative Borel function f on U ,

P κ,Ut f(x) = Ex
[
exp

(
−
ˆ t

0
κ(Y U

s )ds

)
f(Y U

t )

]
. (2.6)

We refer to [14, Section 1.2] for more details. Define pκ,U0 (t, x, y) := qU (t, x, y) and, for k ≥ 1,

pκ,Uk (t, x, y) =−
ˆ t

0

ˆ
U
qU (s, x, z)pκ,Uk−1(t− s, z, y)κ(z)dzds. (2.7)

Set pκ,U (t, x, y) :=
∑∞

k=0 p
κ,U
k (t, x, y). According to [14, Theorem 3.4], pκ,U (t, x, y) is jointly contin-

uous on (0,∞)× U × U and is the transition density for P κ,Ut . Define for t > 0 and x, y ∈ Rd0,

pκ(t, x, y) := lim
n→∞

pκ,B(0,1/n)c(t, x, y).
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Using the monotone convergence theorem, one sees that pκ(t, x, y) is the transition density of Xκ.
Consequently, we have pκ(t, x, y) = pκ(t, y, x) ≤ q(t, x, y) for all t > 0 and x, y ∈ Rd0. Moreover, as
an increasing limit of continuous functions, for every fixed t > 0 and z ∈ Rd0, the maps x 7→ pκ(t, x, z)
and y 7→ pκ(t, z, y) are lower semi-continuous.

2.1 Some properties of Y

The following result is well known, see [10, Theorem 5.1] for the corresponding result for Lévy-type
processes.

Proposition 2.1. There exists C = C(d, α) > 0 such that for all x ∈ Rd, t > 0 and R > 0,

Px(τYB(x,R) ≤ t) ≤ CtR−α.

For an open set E ⊂ Rd and x ∈ E, we let

δE(x) := inf{|x− y| : y ∈ Ec}.

Proposition 2.2. For any k ≥ 1, there exist comparison constants depending only on d, α and k
such that for any z ∈ Rd, R > 0, 0 < t ≤ (kR)α and x, y ∈ B(z,R),

qB(z,R)(t, x, y)

q̃(t, x, y)
≍

(
1 ∧

δB(z,R)(x)
α/2

t1/2

)(
1 ∧

δB(z,R)(y)
α/2

t1/2

)
.

Proof. Without loss of generality, by the translation-invariance of Y , we assume that z = 0. By
the scaling property of Y , we have

qB(0,R)(t, x, y) = R−dqB(0,1)(t/Rα, x/R, y/R). (2.8)

Applying [13, Thoerem 1.1(i)] with T = kα, since δB(0,1)(w/R) = δB(0,R)(w)/R for all w ∈ B(0, R),
we obtain

qB(0,1)(t/Rα, x/R, y/R)

≍
(
1 ∧

δB(0,1)(x/R)
α/2

(t/Rα)1/2

)(
1 ∧

δB(0,1)(y/R)
α/2

(t/Rα)1/2

)
(t/Rα)−d/α

(
1 ∧ (t/Rα)1/α

|x− y|/R

)d+α
= Rd

(
1 ∧

δB(z,R)(x)
α/2

t1/2

)(
1 ∧

δB(z,R)(y)
α/2

t1/2

)
q̃(t, x, y),

where the comparison constants above depend only on d, α and k. Combining this with (2.8), we
get the desired result. 2

As a consequence of Proposition 2.2, we obtain

Corollary 2.3. For any k ≥ 1, there exists C = C(d, α, k) > 0 such that for all x ∈ Rd, R > 0,
0 < t ≤ (kR)α and y ∈ B(x, t1/α/(2k)),

qB(x,R)(t, x, y) ≥ Ct−d/α.
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Similar to Proposition 2.2, using the translation-invariance and the scaling property of Y , we
get the following results from [8, Theorem 3 and Corollary 2].

Proposition 2.4. There are comparability constants depending only on d and α such that the
following estimates hold for all z ∈ Rd, R > 0, t > 0 and x, y ∈ B(z,R)c.

(i) If d > α, then

qB(z,R)c(t, x, y)

q̃(t, x, y)
≍

(
1 ∧

(δB(z,R)c(x) ∧R)α/2

(t ∧Rα)1/2

)(
1 ∧

(δB(z,R)c(y) ∧R)α/2

(t ∧Rα)1/2

)
.

(ii) If d = 1 < α, then

qB(z,R)c(t, x, y)

q̃(t, x, y)
≍

(
1 ∧

δB(z,R)c(x)
α−1(δB(z,R)c(x) ∧R)(2−α)/2

t(α−1)/α(t ∧Rα)(2−α)/(2α)

)
×
(
1 ∧

δB(z,R)c(y)
α−1(δB(z,R)c(y) ∧R)(2−α)/2

t(α−1)/α(t ∧Rα)(2−α)/(2α)

)
.

(iii) If d = 1 = α, then

qB(z,R)c(t, x, y)

q̃(t, x, y)
≍

(
1 ∧

(δB(z,R)c(x) ∧R)1/2 Log (δB(z,R)c(x)/R)

(t ∧R)1/2 Log (t/R)

)
×

(
1 ∧

(δB(z,R)c(y) ∧R)1/2 Log (δB(z,R)c(y)/R)

(t ∧R)1/2 Log (t/R)

)
.

Proof. Since the proofs are similar, we only present the proof for (iii). Suppose that d = 1 = α.
Without loss of generality, by the translation-invariance of Y , we assume that z = 0. Using the
scaling property of Y in the first line below and [8, Corollary 2] in the second, since δB(0,1)c(w/R) =
δB(0,R)c(w)/R for all w ∈ B(0, R)c, we get that for all R > 0, t > 0 and x, y ∈ B(0, R)c,

qB(0,R)c(t, x, y) = R−1qB(0,1)c(t/R, x/R, y/R)

≍
(
1 ∧

log(1 + (δB(0,R)c(x)/R)
1/2)

log(1 + (t/R)1/2)

)(
1 ∧

log(1 + (δB(0,R)c(y)/R)
1/2)

log(1 + (t/R)1/2)

)
q̃(t, x, y). (2.9)

Note that for all a > 0 and r > 0,

log(1 + (a/r)1/2) ≍

{
(a/r)1/2 if a/r ≤ 1,

Log (a/r) if a/r > 1

≍ r−1/2(a ∧ r)1/2Log (a/r).

Hence, for all R > 0, t > 0 and w ∈ B(0, R)c, we have

1 ∧
log(1 + (δB(0,R)c(w)/R)

1/2)

log(1 + (t/R)1/2)
≍ 1 ∧

(δB(0,R)c(w) ∧R)1/2 Log (δB(0,R)c(w)/R)

(t ∧R)1/2 Log (t/R)
.

Combining this with (2.9), we arrive at the result. 2
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2.2 Preliminary estimates for Xκ

For x ∈ Rd0 and a Borel subset A of Rd0 ∪ {∂}, define

N(x,A) = A(d,−α)
ˆ
A∩Rd0

|x− y|−d−αdy + κ(x)1A(∂).

Then (N, t) is a Lévy system for Xκ (cf. [19, Theorem 5.3.1] and the argument on [15, p. 40]), that
is, for any x ∈ Rd0, non-negative Borel function f on Rd0 × (Rd0 ∪ {∂}) vanishing on {(x, x) : x ∈
Rd0} ∪ {(x, ∂) : x ∈ Rd0}, and any stopping time τ ,

Ex
[∑
s≤τ

f(Xκ
s−, X

κ
s )

]
= Ex

[ˆ τ

0

ˆ
Rd0
f(Xκ

s , y)N(Xκ
s , dy) ds

]
. (2.10)

Proposition 2.5. For any a ≥ 1, there exists C = C(d, α,Λ, a) > 0 such that for all R > 0,
0 < r ≤ 1 ∧ (R/4) and 0 < t ≤ aψ(r),

pκ,B(0,R)\B(0,r)(t, x, y) ≥ Cq̃(t, x, y) for all x, y ∈ B(0, R/2) \B(0, 2r).

Proof. By (1.7) and (1.8), we have supz∈B(0,R)\B(0,r) κ(z) ≤ Λ/ψ(r). Hence, from (2.6), we see
that for all 0 < t ≤ aψ(r) and x, y ∈ B(0, R/2) \B(0, 2r),

pκ,B(0,R)\B(0,r)(t, x, y) ≥ e−Λt/ψ(r)qB(0,R)\B(0,r)(t, x, y) ≥ e−ΛaqB(0,R)\B(0,r)(t, x, y). (2.11)

Set rt := t1/α/(2Λ1/αa1/α). We consider two separate cases.

Case 1: |x− y| < rt. Note that by (1.6), since ψ(1) = 1, r ≤ 1 and β1 > α,

t1/α ≤ a1/αψ(r)1/α ≤ Λ1/αa1/αψ(1)1/αrβ1/α ≤ Λ1/αa1/αr.

Hence, since B(x, r) ⊂ B(0, R) \B(0, r), using Corollary 2.3 (with k = Λ1/αa1/α), we obtain

qB(0,R)\B(0,r)(t, x, y) ≥ qB(x,r)(t, x, y) ≥ c1t
−d/α. (2.12)

Case 2: |x− y| ≥ rt. Using the strong Markov property, (2.12) and (2.10), we get that

qB(0,R)\B(0,r)(t, x, y) ≥ Ex
[
qB(0,R)\B(0,r)(t− τYB(x,rt/2)

, YτY
B(x,rt/2)

, y) :

τYB(x,rt/2)
< t/2, YτY

B(x,rt/2)
∈ B(y, (t/2)1/α/(4Λ1/αa1/α))

]
≥ c1t

−d/αPx
(
τYB(x,rt/2)

< t/2, YτY
B(x,rt/2)

∈ B(y, (t/2)1/α/(4Λ1/αa1/α))
)

= c1t
−d/αEx

[ˆ τY
B(x,rt/2)

∧(t/2)

0

ˆ
B(y,(t/2)1/α/(4Λ1/αa1/α))

A(d,−α)
|Ys − w|d+α

dwds

]
. (2.13)

For all z ∈ B(x, rt/2) and w ∈ B(y, (t/2)1/α/(4Λ1/αa1/α)), we have

|z − w| < |x− y|+ rt/2 + rt/2 ≤ 2|x− y|. (2.14)
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Besides, by Proposition 2.1, there exists ε = ε(d, α) ∈ (0, 1) such that

Px(τYB(x,rt/2)
≥ (εrt/2)

α) = 1− Px(τYB(x,rt/2)
< (εrt/2)

α) ≥ 1− c2ε
1/α ≥ 1/2.

It follows that

Ex[τYB(x,rt/2)
∧ (t/2)] ≥ ((εrt/2)

α ∧ (t/2))Px(τYB(x,rt/2)
≥ (εrt/2)

α)

≥ 2−1
(
(2−2αΛ−1a−1εα) ∧ 2−1

)
t. (2.15)

Using (2.14) and (2.15), we get from (2.13) that

qB(0,R)\B(0,r)(t, x, y) ≥
c1(t/2)

−d/αEx[τYB(x,rt/2)
∧ (t/2)]

(2|x− y|)d+α

ˆ
B(y,(t/2)1/α/(4Λ1/αa1/α))

dw

≥ c3t|x− y|−d−α. (2.16)

Now, combining (2.11) with (2.12) and (2.16), we arrive at the result. 2

Lemma 2.6. There exists C = C(d, α,Λ) > 0 such that for all x ∈ Rd0 with |x| ≤ 1, 0 < t ≤
ψ(|x|/2) and y ∈ B(x, t1/α/(2Λ1/α)),

pκ,B(x,|x|/2)(t, x, y) ≥ Ct−d/α.

Proof. By (1.7) and (1.8),

sup
z∈B(x,|x|/2)

tκ(z) ≤ Λψ(|x|/2)/ψ(|x|/2) = Λ.

Hence, from (2.6), we obtain

pκ,B(x,|x|/2)(t, x, y) ≥ e−ΛqB(x,|x|/2)(t, x, y). (2.17)

By (1.6), since ψ(1) = 1, β1 > α and |x| ≤ 1, it holds that

t ≤ Λψ(1)(|x|/2)β1 ≤ Λ(|x|/2)α.

Applying Corollary 2.3 (with k = Λ1/α), we get that qB(x,|x|/2)(t, x, y) ≥ c1t
−d/α for some constant

c1 = c1(d, α,Λ) > 0. Combining this with (2.17), we get the desired result. 2

Lemma 2.7. There exists C = C(d, α,Λ) ∈ (0, 1) such that for all x ∈ Rd0 with |x| ≤ 1,

Px
(
τκB(x,|x|/2) ≥ ψ(|x|/2)

)
≥ C.

Proof. By Lemma 2.6, we obtain

Px
(
τκB(x,|x|/2) ≥ ψ(|x|/2)

)
=

ˆ
B(x,|x|/2)

pκ,B(x,|x|/2)(ψ(|x|/2), x, y) dy ≥ c1ψ(|x|/2)−d/α
ˆ
B(x, ψ(|x|/2)1/α/(2Λ1/α))

dy = c2.

2

Using Markov’s inequality, from Lemma 2.7, we deduce the following corollary.

Corollary 2.8. There exists C = C(d, α,Λ) ∈ (0, 1) such that for all x ∈ Rd0 with |x| ≤ 1,

Ex
[
τκB(x,|x|/2)

]
≥ Cψ(|x|/2).
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3 Survival probability estimates

In this section, we continue to assume that ψ ∈ Cα(β1, β2,Λ) and κ ∈ K0
α(ψ,Λ), where β2 ≥ β1 > α

and Λ ≥ 1. Define a function H : (0,∞) → (0,∞) by

H(r) =
2

r2

ˆ r

0

ˆ s

0
ψ(u)duds.

Note that H is twice differentiable on (0,∞).

Lemma 3.1. There exists C0 = C0(β2,Λ) > 1 such that for all r > 0,

C−1
0 ψ(r) ≤ H(r) ≤ ψ(r), (3.1)

|rH ′(r)| ≤ 2C0H(r),

|r2H ′′(r)| ≤ 6C0H(r).

Proof. Let r > 0. Since ψ is increasing, we have

H(r) ≤ 2ψ(r)

r2

ˆ r

0

ˆ s

0
duds = ψ(r).

On the other hand, using (1.6), we get that

H(r) ≥ 2

r2

ˆ r

r/2

ˆ s

s/2
ψ(u)duds ≥ 2ψ(r/4)

r2

ˆ r

r/2

ˆ s

s/2
duds ≥ 3ψ(r/4)

8
≥ 3ψ(r)

22β2+3Λ
.

Hence, (3.1) holds with C0 = 22β2+3Λ/3. Observe that, since ψ is increasing,

ˆ r

0

ˆ s

0
ψ(u)duds ≤ r

ˆ r

0
ψ(u)du ≤ r2ψ(r). (3.2)

Using this in the first and second inequalities below and (3.1) in the third, we obtain

|rH ′(r)| =
∣∣∣∣2r

ˆ r

0
ψ(u)du− 4

r2

ˆ r

0

ˆ s

0
ψ(u)duds

∣∣∣∣ ≤ 2

r

ˆ r

0
ψ(u)du ≤ 2ψ(r) ≤ 2C0H(r).

Similarly, using (3.2) and (3.1), we also get that

r2H ′′(r) =
12

r2

ˆ r

0

ˆ s

0
ψ(u)duds− 8

r

ˆ r

0
ψ(u)du+ 2ψ(r)

≤ 4

r

ˆ r

0
ψ(u)du+ 2ψ(r) ≤ 6ψ(r) ≤ 6C0H(r)

and r2H ′′(r) ≥ −8ψ(r) + 2ψ(r) ≥ −6C0H(r). The proof is complete. 2

Let C0 > 1 be the constant in Lemma 3.1. The fractional Laplacian can be written as

−(−∆)α/2f(x) = A(d,−α) p.v.
ˆ
Rd

f(y)− f(x)

|y − x|d+α
dy,
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whenever the above principal value integral makes sense. Let Ad−1 = 2πd/2/Γ(d/2) denote the
hypervolume of the unit sphere in Rd. In the remainder of this paper, we let

ε0 :=
1

8
∧
[

2− α

2α−β1+10(1 + 2d)3β1A(d,−α)C2
0Λ

2Ad−1
∧ α

2α+2β1+4A(d,−α)C0Λ2Ad−1

∧ β1 − α

2d−α+2β1+4A(d,−α)C0Λ2Ad−1
∧ α

2d−α+2β1+4A(d,−α)C0Λ2Ad−1

]1/(β1−α)
(3.3)

and

δ0 :=
αεα0

2d−α+4A(d,−α)C0ΛAd−1
.

Note that

Λ(4ε0)
β1

δ0
=

2d−α+2β1+4A(d,−α)C0Λ
2Ad−1ε

β1−α
0

α
≤ 1. (3.4)

Further, for all R ∈ (0, 1] and x ∈ B(0, 4ε0R), by (3.1), (1.6) (with ψ(1) = 1) and (3.4), we have

H(|x|) ≤ ψ(|x|) ≤ Λ|x|β1 ≤ δ0R
β1 ≤ δ0R

α. (3.5)

For each R ∈ (0, 1], let ϕR : Rd → [0,∞) be an element of C2(Rd0) satisfying the following properties:
(1) ϕR(x) = H(|x|) for x ∈ B(0, 4ε0R) \ {0}.
(2) H(ε0R) ≤ ϕR(x) ≤ δ0R

α for x ∈ B(0, R) \B(0, 4ε0R).
(3) ϕR(x) = δ0R

α for x ∈ B(0, 21/dR) \B(0, R).
(4) 0 ≤ ϕR(x) ≤ δ0R

α for x ∈ B(0, 41/dR) \B(0, 21/dR).
(5) ϕR(x) = 0 for x ∈ B(0, 41/dR)c.

Lemma 3.2. For all R ∈ (0, 1] and x ∈ Rd0 with |x| < ε0R, it holds that

−(−∆)α/2ϕR(x) ≤
1

4C0Λ
.

Proof. Let R ∈ (0, 1] and x = (x1, · · · , xd) ∈ B(0, ε0R) \ {0}. Observe that

− (−∆)α/2ϕR(x)

= A(d,−α)
[
p.v.

ˆ
B(x,|x|/2)

H(|y|)−H(|x|)
|y − x|d+α

dy +

ˆ
B(x,3|x|)\B(x,|x|/2)

H(|y|)−H(|x|)
|y − x|d+α

dy

+

ˆ
B(0,4ε0R)\B(x,3|x|)

ϕR(y)−H(|x|)
|y − x|d+α

dy +

ˆ
B(0,41/dR)\B(0,4ε0R)

ϕR(y)−H(|x|)
|y − x|d+α

dy

+

ˆ
B(0,41/dR)c

−H(|x|)
|y − x|d+α

dy

]
=: A(d,−α)(I1 + I2 + I3 + I4 + I5).

By symmetry, we have

I1 = lim
ε→0

( ˆ
B(x,|x|/2)\B(x,ε)

H(|y|)−H(|x|)−H ′(|x|)|x|−1x · (y − x)

|y − x|d+α
dy

)
.
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For any y = (y1, · · · , yd) ∈ B(x, |x|/2), using Taylor’s theorem in the first inequality below, Lemma
3.1 in the second, the inequality

∑
1≤i<j≤d |xi− yi||xj − yj | ≤ d

∑
1≤i≤d |xi− yi|2 = d|x− y|2 in the

third, and (1.6) and ψ(1) = 1 in the fourth, we obtain

|H(|y|)−H(|x|)−H ′(|x|)|x|−1x · (y − x)|

≤ sup
z=(z1,··· ,zd)∈{x+s(y−x):s∈[0,1]}

∣∣∣∣ 12 ∑
1≤i≤d

(
H ′′(|z|) z

2
i

|z|2
+H ′(|z|) |z|

2 − z2i
|z|3

)
|xi − yi|2

+
∑

1≤i<j≤d

(
H ′′(|z|)zizj

|z|2
−H ′(|z|)zizj

|z|3

)
|xi − yi||xj − yj |

∣∣∣∣
≤ sup

z∈Rd:|x|/2≤|z|≤3|x|/2

[ ∑
1≤i≤d

4C0ψ(|z|)
|z|2

|xi − yi|2 +
∑

1≤i<j≤d

8C0ψ(|z|)
|z|2

|xi − yi||xj − yj |
]

≤ sup
z∈Rd:|x|/2≤|z|≤3|x|/2

[
(4 + 8d)C0ψ(|z|)

|z|2

]
|x− y|2

≤ sup
z∈Rd:|x|/2≤|z|≤3|x|/2

[
(4 + 8d)C0Λ|z|β1

|z|2

]
|x− y|2

≤ 16(1 + 2d)(3/2)β1C0Λ|x|β1−2|x− y|2.

Thus, since |x| ≤ ε0 and β1 > α, it holds that

|I1| ≤ 16(1 + 2d)(3/2)β1C0Λ|x|β1−2

ˆ
B(x,|x|/2)

dy

|y − x|d+α−2

=
16(1 + 2d)(3/2)β1C0ΛAd−1|x|β1−2(|x|/2)2−α

2− α

≤ 16(1 + 2d)3β1C0ΛAd−1ε
β1−α
0

22−α+β1(2− α)
≤ 1

16A(d,−α)C0Λ
.

For I2, using (3.5) and the facts that |x| ≤ ε0 and β1 > α, we obtain

|I2| ≤
ˆ
B(x,3|x|)\B(x,|x|/2)

Λ(4|x|)β1
|y − x|d+α

dy ≤ 4β1ΛAd−1|x|β1
α(|x|/2)α

≤ 2α+2β1ΛAd−1ε
β1−α
0

α
≤ 1

16A(d,−α)C0Λ
.

Note that for y ∈ B(x, 3|x|)c, we have |y| ≥ 2|x|. Hence,

|y − x| ≥ |y|/2 for y ∈ B(x, 3|x|)c. (3.6)

Further, for any y ∈ B(0, 4ε0R) \B(x, 3|x|), since |y| ≥ 2|x|, by (3.5), it holds that

|ϕR(y)−H(|x|)| ≤ H(|y|) ∨H(|x|) ≤ Λ|y|β1 . (3.7)

Using (3.6) and (3.7), we obtain

|I3| ≤ 2d+αΛ

ˆ
B(0,4ε0R)\B(x,3|x|)

dy

|y|d+α−β1
dy ≤ 2d+αΛAd−1(4ε0R)

β1−α

β1 − α
≤ 1

16A(d,−α)C0Λ
.
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For I4, we note that by (3.5) and (3.4), since β1 > α and R ≤ 1,

H(|x|) ≤ Λ|x|β1 ≤ Λεβ10 R
α ≤ δ0R

α. (3.8)

Therefore, using (3.6), we get that

|I4| ≤ 2d+αδ0R
α

ˆ
B(0,41/dR)\B(0,4ε0R)

dy

|y|d+α
≤ 2d+αδ0Ad−1

α(4ε0)α
=

1

16A(d,−α)C0Λ
.

For I5, by (3.6) and (3.8), we have

0 ≥ I5 ≥ −2d+αδ0R
α

ˆ
B(0,41/dR)c

dy

|y|d+α
= −2d+α−2α/dδ0Ad−1

α
.

Combining the estimates for I1, I2, I3, I4 and I5 above, we deduce that −(−∆)α/2ϕR(x) is well-
defined and that

−(−∆)α/2ϕR(x) ≤ cd,α(I1 + I2 + I3 + I4) ≤
1

4C0Λ
.

The proof is complete. 2

Corollary 3.3. For all R ∈ (0, 1] and x ∈ Rd0 with |x| < ε0R, we have

Lκ/2α ϕR(x) ≤ − 1

4C0Λ
.

Proof. Using Lemma 3.2, (1.7) and (3.1), we get that

Lκ/2α ϕR(x) = −(−∆)α/2ϕR(x)−
1

2
κ(x)H(|x|) ≤ 1

4C0Λ
− ψ(|x|)

2C0Λψ(|x|)
= − 1

4C0Λ
.

2

Under the assumptions of this section, conditions [22, (H1)–(H4) and (1.2)–(1.3)] hold. Thus,

by [22, Theorem 4.8], we have the following Dynkin-type theorem for L
κ/2
α . Note that, although [22]

imposes a stronger condition on κ (see (1.8) therein), [22, Theorem 4.8] only relies on the local
boundedness of κ, which is satisfied in our context since κ ∈ K0

α(ψ,Λ).

Theorem 3.4. Let U be a relatively compact subset of Rd0. For any non-negative function u defined
on Rd0 satisfying u ∈ C2(U) and any x ∈ U ,

Ex
[
u(X

κ/2

τ
κ/2
U

)
]
= u(x) + Ex

ˆ τ
κ/2
U

0
Lκ/2α u(Xκ/2

s )ds.

Proposition 3.5. There exists C = C(d, α, β1, β2,Λ) > 0 such that for all R ∈ (0, 1] and x ∈ Rd0
with |x| < ε0R,

Ex
[
τκB(0,ε0R)

]
≤ Ex

[
τ
κ/2
B(0,ε0R)

]
≤ Cψ(|x|). (3.9)
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Proof. Let R ∈ (0, 1]. The first inequality in (3.9) is obvious. We now prove the second inequality.
Take ε ∈ (0, ε0R). For any x ∈ B(0, ε0R) \ {0}, using Theorem 3.4, Corollary 3.3 and (3.1), since
ϕR(x) = H(|x|) by definition, we obtain

Ex
[
ϕR

(
X
κ/2

τ
κ/2

B(0,ε0R)\B(0,ε)

)]
= ϕR(x) + Ex

ˆ τ
κ/2

B(0,ε0R)\B(0,ε)

0
Lκ/2α u(Xκ/2

s )ds ≤ H(|x|) ≤ ψ(|x|). (3.10)

On the other hand, by (2.10), we have

Ex
[
ϕR

(
X
κ/2

τ
κ/2

B(0,ε0R)\B(0,ε)

)]
≥ Ex

[ˆ τ
κ/2

B(0,ε0R)\B(0,ε)

0

ˆ
B(0,21/dR)\B(0,R)

A(d,−α)ϕR(y)
|Xκ/2

s − y|d+α
dy ds

]

≥ A(d,−α)δ0Rα

(21/α + ε0)d+αRd+α
Ex

[
τ
κ/2

B(0,ε0R)\B(0,ε)

]ˆ
B(0,21/dR)\B(0,R)

dy

=
A(d,−α)δ0Ad−1

d(21/α + ε0)d+α
Ex

[
τ
κ/2

B(0,ε0R)\B(0,ε)

]
. (3.11)

Since ε ∈ (0, ε0R) is arbitrary, combining (3.10) with (3.11) and applying the monotone convergence
theorem, we conclude that

Ex
[
τ
κ/2
B(0,ε0R)

]
= lim

ε→0
Ex

[
τ
κ/2

B(0,ε0R)\B(0,ε)

]
≤ d(21/α + ε0)

d+α

A(d,−α)δ0Ad−1
ψ(|x|).

2

Denote by ζκ the lifetime of Xκ.

Lemma 3.6. There exists C = C(d, α, β1, β2,Λ) > 0 such that for all R ∈ (0, 1] and x ∈ Rd0 with
|x| < ε0R,

Px
(
τκB(0,ε0R) < ζκ

)
≤ Px

(
τ
κ/2
B(0,ε0R) < ζκ/2

)
= Px

(
X
κ/2

τ
κ/2
B(0,ε0R)

∈ Rd0
)
≤ Cψ(|x|)

ψ(R)
. (3.12)

Proof. The first inequality in (3.12) is evident. We now present the proof of the second inequality.
For any z ∈ B(0, R) \ B(0, ε0R), by (3.1), ϕR(z) ≥ C−1

0 ψ(ε0R). Hence, by Markov’s inequality,
(1.6) and (3.10), it holds that

Px
(
X
κ/2

τ
κ/2
B(0,ε0R)

∈ B(0, R)
)
≤ C0

ψ(ε0R)
Ex

[
ϕR

(
X
κ/2

τ
κ/2
B(0,ε0R)

)]
≤ C0Λψ(|x|)

εβ20 ψ(R)
.

On the other hand, by (2.10), we have

Px
(
X
κ/2

τ
κ/2
B(0,ε0R)

∈ B(0, R)c
)
= Ex

[ˆ τ
κ/2
B(0,ε0R)

0

ˆ
B(0,R)c

A(d,−α)
|Xκ/2

s − w|d+α
dwds

]
. (3.13)

For any z ∈ B(0, ε0R), by (1.6), since ψ(1) = 1, R ≤ 1 and β1 > α, it holds that

ˆ
B(0,R)c

A(d,−α)
|z − w|d+α

dw ≤
ˆ
B(z,R/2)c

A(d,−α)
|z − w|d+α

dw =
2αA(d,−α)Ad−1

Rαψ(1)
≤ c1
Rα−β1ψ(R)

≤ c1
ψ(R)

.
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Combining this with (3.13) and using Proposition 3.5, we obtain

Px
(
X
κ/2

τ
κ/2
B(0,ε0R)

∈ B(0, R)c
)
≤ c1
ψ(R)

Ex
[
τ
κ/2
B(0,ε0R)

]
≤ c2ψ(|x|)

ψ(R)
.

The proof is complete. 2

Lemma 3.7. There exists C = C(d, α, β1, β2,Λ) > 0 such that for all t ∈ (0, 1] and x ∈ Rd0,

Px(ζκ/2 > t) ≤ C

(
1 ∧ ψ(|x|)

t

)
. (3.14)

Proof. If |x| ≥ ε0ψ
−1(t), then ψ(|x|)/t ≥ c1 by (1.6), and hence (3.14) holds. If |x| < ε0ψ

−1(t),
then using Lemma 3.6 and Markov’s inequality in the second line below, and Proposition 3.5 in the
third, we obtain

Px(ζκ/2 > t) ≤ Px
(
τ
κ/2
B(0,ε0ψ−1(t))

< ζκ/2
)
+ Px

(
τ
κ/2
B(0,ε0ψ−1(t))

> t
)

≤ c2t
−1ψ(|x|) + t−1Ex[τ

κ/2
B(0,ε0ψ−1(t))

] ≤ c3t
−1ψ(|x|).

2

Lemma 3.8. There exists C = C(d, α, β1, β2,Λ) > 0 such that for all r ∈ (0, ε0], t ∈ (0, 1] and
x ∈ Rd0 with |x| < r,

Px
(
τ
κ/2
B(0,3r) < t ∧ ζκ/2

)
≤ Cψ(|x|)

rα

(
1 ∨ t

ψ(r)

)
.

Proof. Using the strong Markov property, we see that

Px
(
τ
κ/2
B(0,3r) < t ∧ ζκ/2

)
≤ Px

(
X
κ/2

τ
κ/2
B(0,r)

∈ B(0, 2r)c
)
+ Px

(
X
κ/2

τ
κ/2
B(0,r)

∈ B(0, 2r), τ
κ/2
B(0,3r) < t ∧ ζκ/2

)
≤ Px

(
X
κ/2

τ
κ/2
B(0,r)

∈ B(0, 2r)c
)
+ Px

(
X
κ/2

τ
κ/2
B(0,r)

∈ B(0, 2r)
)

sup
z∈B(0,2r)

Pz
(
τ
κ/2
B(z,r) < t ∧ ζκ/2

)
=: I1 + I2.

For any z ∈ B(0, r), it holds thatˆ
B(0,2r)c

A(d,−α)
|z − y|d+α

dy ≤
ˆ
B(z,r)c

A(d,−α)
|z − y|d+α

dy =
A(d,−α)Ad−1

drα
. (3.15)

Using (2.10) in the equality below, (3.15) in the first inequality and Proposition 3.5 in the second
inequality, we obtain

I1 = Ex
[ˆ τ

κ/2
B(0,r)

0

ˆ
B(0,2r)c

A(d,−α)
|Xκ/2

s − y|d+α
dyds

]
≤ c1
rα

Ex
[
τ
κ/2
B(0,r)

]
≤ c2ψ(|x|)

rα
.

Further, by Lemma 3.6 and Proposition 2.1, we have

I2 ≤ Px
(
τ
κ/2
B(0,r) < ζκ/2

)
sup

z∈B(0,2r)
Pz

(
τYB(z,r) < t

)
≤ c3ψ(|x|)t

ψ(r)rα
.

The proof is complete. 2
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4 Small time estimates

In this section, we continue to assume that κ ∈ K0
α(ψ,Λ) and that ε0 = ε0(d, α, β1, β2,Λ) ∈ (0, 1/8]

is the constant in (3.3). The goal of this section is to establish the following two-sided small time
heat kernel estimates.

Theorem 4.1. Suppose that κ ∈ K0
α(ψ,Λ). Let T ≥ 1. There exist constants λ1 = λ1(β2,Λ), λ2 =

λ2(β2,Λ) > 0 and C = C(d, α, β1, β2,Λ, T ) ≥ 1 such that for all t ∈ (0, T ] and x, y ∈ Rd0,

pκ(t, x, y) ≤ C

(
1 ∧ ψ(|x|)

t

)(
1 ∧ ψ(|y|)

t

)
×
[
e−λ1t/ψ(|x|∨|y|)t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
+

t2

ψ−1(t)d+2α

(
1 ∧ ψ−1(t)

|x− y|

)d+2α ]
(4.1)

and

pκ(t, x, y) ≥ C−1

(
1 ∧ ψ(|x|)

t

)(
1 ∧ ψ(|y|)

t

)
×
[
e−λ2t/ψ(|x|∨|y|)t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
+

t2

ψ−1(t)d+2α

(
1 ∧ ψ−1(t)

|x− y|

)d+2α ]
. (4.2)

The proofs for (4.1) and (4.2) will be given at the end of Subsections 4.1 and 4.2, respectively.
We first record a consequence of (4.1), see Corollary 4.3 below.

Lemma 4.2. For any T ≥ 1, there exists C = C(d, α, β1,Λ, T ) > 0 such that for all t ∈ (0, T ] and
r > 0,

t2

ψ−1(t)d+2α

(
1 ∧ ψ−1(t)

r

)d+2α

≤ Ct−d/α
(
1 ∧ t1/α

r

)d+α
.

Proof. Let t ∈ (0, T ] and r > 0. If r > (t/T )1/β1 , then rα > (t/T )α/β1 ≥ t/T . Hence,

t2

ψ−1(t)d+2α

(
1 ∧ ψ−1(t)

r

)d+2α

≤ t2

rd+2α
≤ Tt

rd+α
≤ c1t

−d/α
(
1 ∧ t1/α

r

)d+α
.

If (t/T )1/α ≤ r ≤ (t/T )1/β1 , then by (4.10), we get

t2

ψ−1(t)d+2α

(
1 ∧ ψ−1(t)

r

)d+2α

≤ t2

ψ−1(t/T )d+2α
≤ t2

(t/(ΛT ))(d+2α)/β1

≤ Λ(d+2α)/β1t2

rd+2α
≤ Λ(d+2α)/β1Tt

rd+α
≤ c2t

−d/α
(
1 ∧ t1/α

r

)d+α
.

If r < (t/T )1/α, then by (4.10), since t/(ΛT ) ≤ 1 and β1 > α, we see that

t2

ψ−1(t)d+2α

(
1 ∧ ψ−1(t)

r

)d+2α

≤ t2

(t/(ΛT ))(d+2α)/β1

≤ t2

(t/(ΛT ))(d+2α)/α
≤ c3t

−d/α
(
1 ∧ t1/α

r

)d+α
.

The proof is complete. 2
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Corollary 4.3. There exists C = C(d, α, β1, β2,Λ) > 0 such that for all t > 0 and x, y ∈ Rd0,

pκ(t, x, y) ≤ C

(
1 ∧ ψ(|x|)

t ∧ 1

)(
1 ∧ ψ(|y|)

t ∧ 1

)
q̃(t, x, y). (4.3)

Proof. Let t > 0 and x, y ∈ Rd0. If t ≤ 2, then using (4.1) and Lemma 4.2, we get (4.3).
Suppose that t > 2. Using the semigroup property of pκ in the first line below, the inequality
pκ(s, v, w) ≤ q(s, v, w) for all s > 0 and v, w ∈ Rd0, (1.1) and (4.3) with t = 1 in the second, and
(2.2) in the third, we obtain

pκ(t, x, y) =

ˆ
Rd0

ˆ
Rd0
pκ(1, x, v)pκ(t− 2, v, w)pκ(1, w, y)dvdw

≤ c1(1 ∧ ψ(|x|))(1 ∧ ψ(|y|))
ˆ
Rd0

ˆ
Rd0
q̃(1, x, v)q̃(t− 2, v, w)q̃(1, w, y)dvdw

≤ c2(1 ∧ ψ(|x|))(1 ∧ ψ(|y|))q̃(t, x, y).

The proof is complete. 2

4.1 Small time upper heat kernel estimates

Lemma 4.4. For any T ≥ 1, there exists C = C(d, α, β1, β2,Λ, T ) > 0 such that for all t ∈ (0, T ]
and x, y ∈ Rd0,

pκ(t, x, y) ≤ pκ/2(t, x, y) ≤ Cψ(|x|)
td/α+1

. (4.4)

Proof. Clearly, pκ(t, x, y) ≤ pκ/2(t, x, y). We now prove the second inequality in (4.4). If |x| ≥
ε0ψ

−1(t/T ), then by (1.6), ψ(|x|) ≥ c1t. Hence, since pκ/2(t, x, y) ≤ q(t, x, y), (4.4) follows from
(1.1). Suppose that |x| < ε0ψ

−1(t/T ). Using the semigroup property in the equality below, (1.1)
and Lemma 3.7 in the second inequality, we get

pκ/2(t, x, y) =

ˆ
Rd0
pκ/2(t/(2T ), x, z) pκ/2((2T − 1)t/(2T ), z, y) dz

≤ sup
z∈Rd0

q((2T − 1)t/(2T ), z, y)Px
(
X
κ/2
t/(2T ) ∈ Rd0

)
≤ 2Tc2(t/2)

−d/αψ(|x|)/t,

proving that the second inequality in (4.4) holds. The proof is complete. 2

For any Borel set E ⊂ Rd with positive Lebesgue measure and f ∈ L1(E), we use the usual
notation

ffl
E f :=

´
E f/

´
E 1.

Lemma 4.5. For any T ≥ 1, there exists C = C(d, α, β1, β2,Λ, T ) > 0 such that for all t ∈ (0, T ]
and x, y ∈ Rd0 with |x| < ε0ψ

−1(t/T )/8 and |y| > 8|x|,

pκ(t, x, y) ≤ pκ/2(t, x, y) ≤ Cψ(|x|)
|x− y|d+α

(
1 ∨ t

ψ(|y|)

)
.
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Proof. Let t ∈ (0, T ] and x, y ∈ Rd0 be such that |x| < ε0ψ
−1(t/T )/8 and |y| > 8|x|. Set

r0 :=
|y| ∧ (ε0ψ

−1(t/T ))

8
and U := B(0, r0).

By the lower semi-continuity of pκ/2 and the strong Markov property of Xκ/2, we have

pκ/2(t, x, y) ≤ lim inf
δ→0

 
B(y,δ)

pκ/2(t, x, v)dv

≤ lim sup
δ→0

Ex

[ 
B(y,δ)

pκ/2(t− τ
κ/2
U , Xκ/2

τU
, v)dv : τ

κ/2
U < t ∧ ζκ, Xκ/2

τ
κ/2
U

∈ B(y, |x− y|/2)

]

+ lim sup
δ→0

Ex

[ 
B(y,δ)

pκ/2(t− τ
κ/2
U , X

κ/2

τ
κ/2
U

, v)dv : τ
κ/2
U < t ∧ ζκ, Xκ/2

τ
κ/2
U

∈ B(y, |x− y|/2)c
]

=: I1 + I2.

For all z ∈ U and w ∈ B(y, |x− y|/2), since |x| < r0 ≤ |y|/8 so that |x| < r0 ≤ |x− y|/7,

|z − w| ≥ |w| − |z| ≥ |x− y| − |x| − |x− y|
2

− r0 ≥
3|x− y|

14
. (4.5)

Using (2.10) in the equality below, (4.5) and the symmetry of p in the first inequality and Propo-
sition 3.5 in the last, we obtain

I1 = lim sup
δ→0

ˆ t

0

ˆ
U

ˆ
B(y,|x−y|/2)

 
B(y,δ)

pκ/2,U (s, x, z)
cd,α

|z − w|d+α
pκ/2(t− s, w, v) dvdwdzds

≤ lim sup
δ→0

(14/3)d+αcd,α
|x− y|d+α

ˆ t

0

ˆ
U
pκ/2,U (s, x, z)dz

 
B(y,δ)

ˆ
B(y,|x−y|/2)

pκ/2(t− s, v, w)dwdv ds

≤
(14/3)d+αcd,α
|x− y|d+α

ˆ t

0
Px(τ

κ/2
U > s)ds lim inf

δ→0

 
B(y,δ)

dv

≤
(14/3)d+αcd,αEx[τ

κ/2
U ]

|x− y|d+α
≤ c1ψ(|x|)

|x− y|d+α
.

For I2, we observe that for any δ ∈ (0, |x− y|/4), by (1.1),

sup
s∈(0,t], z∈B(y,|x−y|/2)c, v∈B(y,δ)

pκ/2(s, z, v)

≤ sup
s∈(0,t], z∈B(y,|x−y|/2)c, v∈B(y,δ)

q(s, z, v) ≤ c2 sup
z∈B(y,|x−y|/2)c, v∈B(y,δ)

t

|z − v|d+α
≤ c2t

(|x− y|/4)d+α
.

Using this, Lemma 3.6 and (1.6), we get that

I2 ≤
4d+αc2t

|x− y|d+α
Px

(
X
κ/2

τ
κ/2
U

∈ Rd0
)
lim sup
δ→0

 
B(y,δ)

dv

≤ c3tψ(|x|)
|x− y|d+αψ(r0/ε0)

≤ c4ψ(|x|)
|x− y|d+α

(
1 ∨ t

ψ(|y|)

)
.

The proof is complete. 2
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Lemma 4.6. For any T ≥ 1, there exists C = C(d, α, β1, β2,Λ, T ) > 0 such that for all t ∈ (0, T ]
and x, y ∈ Rd0 with |x| < ε0ψ

−1(t/T ) and |x| ≤ |y|,

pκ(t, x, y) ≤ pκ/2(t, x, y) ≤ Cψ(|x|)
t

(
1 ∨ t

ψ(|y|)

)
t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
. (4.6)

Proof. It suffices to prove the second inequality in (4.6). When |x− y| ≤ 9t1/α, (4.6) follows from
Lemma 4.4. Suppose that |x − y| > 9t1/α. If |y| > 8|x|, then (4.6) follows from Lemma 4.5. If
|y| ≤ 8|x|, then we get |x| ≤ |y| ≤ 8|x| < ψ−1(t/T ) so that by (1.6),

ψ(|x|)
t

(
1 ∨ t

ψ(|y|)

)
=
ψ(|x|)
ψ(|y|)

≥ c1.

Hence, using (1.1), we get that

pκ/2(t, x, y) ≤ q(t, x, y) ≤ c2t

|x− y|d+α
≤ c−1

1 c2ψ(|x|)
t

(
1 ∨ t

ψ(|y|)

)
t

|x− y|d+α
.

The proof is complete. 2

Lemma 4.7. Let T ≥ 1. There exist λ1 = λ1(β2,Λ) > 0 and C = C(d, α, β1, β2,Λ, T ) > 0 such
that for all t ∈ (0, T ] and x, y ∈ Rd0 with |x| < ε0ψ

−1(t/T )/8 and |x| ≤ |y| < ε0ψ
−1(t/T ),

pκ(t, x, y) ≤ Cψ(|x|)ψ(|y|)
t2

[
e−λ1t/ψ(|y|)t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
+

t2

ψ−1(t)d+2α

]
.

Proof. Define Ms := sup0≤u≤s |Xκ
u | for s > 0. Let n0 ∈ N be such that 2n0−1|y| < ε0ψ

−1(t/T ) ≤
2n0 |y|. By the lower-semicontinuity of pκ, we have

pκ(t, x, y) ≤ lim inf
δ→0

 
B(y,δ)

pκ(t, x, v)dv

≤ lim sup
δ→0

c1
δd

Px (Xκ
t ∈ B(y, δ) :Mt ≤ 8|y|) + lim sup

δ→0

c1
δd

Px
(
Xκ
t ∈ B(y, δ) :Mt > 2n0+3|y|

)
+

n0∑
m=1

lim sup
δ→0

c1
δd

Px
(
Xκ
t ∈ B(y, δ) : 2m+2|y| < Mt ≤ 2m+3|y|

)
=: I1 + I2 + I3.

From (2.5), we get that for any δ > 0,

Px (Xκ
t ∈ B(y, δ) :Mt ≤ 8|y|) ≤ Px(X

κ/2
t ∈ B(y, δ)) exp

(
− t

2
inf

|z|≤8|y|
κ(z)

)
=

ˆ
B(y,δ)

pκ/2(t, x, v)dv exp

(
− t

2
inf

|z|≤8|y|
κ(z)

)
. (4.7)

By (1.7) and (1.6), we have

t

2
inf

|z|≤8|y|
κ(z) ≥ t

2Λψ(8|y|)
≥ c2t

ψ(|y|)
,
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for some c2 = c2(β2,Λ) > 0. Using this and Lemma 4.6 in the first inequality below and
supu≥1 u

2e−2−1c2u <∞ in the third, we get from (4.7) that

I1 ≤
c3ψ(|x|)e−c2t/ψ(|y|)

t
lim sup
δ→0

 
B(y,δ)

(
1 ∨ t

ψ(|v|)

)(
t−d/α ∧ t

|x− v|d+α

)
dv

=
c3ψ(|x|)e−c2t/ψ(|y|)

ψ(|y|)

(
t−d/α ∧ t

|x− y|d+α

)
≤ c4ψ(|x|)ψ(|y|)e−2−1c2t/ψ(|y|)

t2

(
t−d/α ∧ t

|x− y|d+α

)
.

For I2, since 2n0 |y| ≥ ε0ψ
−1(t/T ), using the strong Markov property, we see that for any δ > 0,

Px
(
Xκ
t ∈ B(y, δ) :Mt > 2n0+3|y|

)
≤ Px

(
Xκ
t ∈ B(y, δ) : τκB(0,8ε0ψ−1(t/T )) < t ∧ ζκ

)
= Ex

[
PXκ

τκ
B(0,8ε0ψ

−1(t/T ))

(
Xκ
t−τκ

B(0,8ε0ψ
−1(t/T ))

∈ B(y, δ)
)
: τκB(0,8ε0ψ−1(t/T )) < t ∧ ζκ

]
≤ Px

(
τκB(0,8ε0ψ−1(t/T )) < t ∧ ζκ

)
sup

0<s≤t, z∈B(0,8ε0ψ−1(t/T ))c
Pz (Xκ

s ∈ B(y, δ)) .

Hence, using (1.6) and Lemmas 3.8 and 4.6, since |y| < ε0ψ
−1(t/T ), we obtain

I2 ≤
c5ψ(|x|)
ψ−1(t/T )α

lim sup
δ→0

sup
0<s≤t, z∈B(0,8ε0ψ−1(t/T ))c

 
B(y,δ)

pκ(s, z, v)dv

≤ c6ψ(|x|)
ψ−1(t/T )α

sup
0<s≤t, z∈B(0,8ε0ψ−1(t/T ))c

ψ(|y|)
s

(
1 ∨ s

ψ(|z|)

)
s−d/α

(
1 ∧ s1/α

|y − z|

)d+α
≤ c7ψ(|x|)
ψ−1(t/T )α

sup
0<s≤t, z∈B(0,8ε0ψ−1(t/T ))c

ψ(|y|)
s

s

|y − z|d+α

≤ c7ψ(|x|)ψ(|y|)
ψ−1(t/T )α(7ε0ψ−1(t/T ))d+α

≤ c8ψ(|x|)ψ(|y|)
ψ−1(t)d+2α

.

It remains to estimate I3. Let 1 ≤ m ≤ n0. Using the formula (2.5) in the first inequality below,
the strong Markov property, (1.7) and (1.6) in the second, and Lemma 3.8 and ψ(2m+2|y|) ≤
ψ(8ε0ψ

−1(t/T )) ≤ t/T in the fourth, we obtain

Px
(
Xκ
t ∈ B(y, δ) : 2m+2|y| < Mt ≤ 2m+3|y|

)
≤ Px

(
X
κ/2
t ∈ B(y, δ) : 2m+2|y| < Mt ≤ 2m+3|y|

)
exp

(
− t

2
inf

|z|≤2m+3|y|
κ(z)

)
≤ Ex

[
P
X
κ/2

τ
κ/2

B(0,2m+2|y|)

(
X
κ/2

t−τκ/2
B(0,2m+2|y|)

∈ B(y, δ)
)
: τ

κ/2
B(0,2m+2|y|) < t ∧ ζκ/2

]
exp

(
− c9t

ψ(2m+2|y|)

)

≤ Px
(
τ
κ/2
B(0,2m+2|y|) < t ∧ ζκ/2

)
sup

0<s≤t, z∈B(0,2m+2|y|)c
Pz

(
Xκ/2
s ∈ B(y, δ)

)
exp

(
− c9t

ψ(2m+2|y|)

)
≤ c10ψ(|x|)t

(2m+2|y|)αψ(2m+2|y|)
sup

0<s≤t, z∈B(0,2m+2|y|)c

ˆ
B(y,δ)

pκ/2(s, z, v)dv exp

(
− c9t

ψ(2m+2|y|)

)
. (4.8)
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By Lemma 4.6 and the inequality ψ(2m+2|y|) ≤ t/T , we have

lim sup
δ→0

1

δd
sup

0<s≤t, z∈B(0,2m+2|y|)c

ˆ
B(y,δ)

pκ/2(s, z, v)dv

≤ sup
0<s≤t, z∈B(0,2m+2|y|)c

c11ψ(|y|)
s

(
1 ∨ s

ψ(|z|)

)
s

|y − z|d+α
≤ c11ψ(|y|)t

(2m+1|y|)d+αψ(2m+2|y|)
. (4.9)

Combining (4.8) with (4.9), and using supa≥1 a
3+(d+2α)/β1e−c9a <∞ and (1.6), we deduce that

lim sup
δ→0

1

δd
Px

(
Xκ
t ∈ B(y, δ) : 2m+2|y| < Mt ≤ 2m+3|y|

)
≤ 2d+αc12ψ(|x|)ψ(|y|)t2

(2m+2|y|)d+2αψ(2m+2|y|)2
exp

(
− c9t

ψ(2m+2|y|)

)
≤ c13ψ(|x|)ψ(|y|)t2

(2m+2|y|)d+2αψ(2m+2|y|)2

(
ψ(2m+2|y|)

t

)3+(d+2α)/β1

≤ c14ψ(|x|)ψ(|y|)ψ(2m+2|y|)
tψ−1(t)d+2α

.

Using this, (1.6) and 2n0+2|y| < 8ε0ψ
−1(t/T ) ≤ ψ−1(t/T ), we conclude that

I2 ≤
c14Λψ(|x|)ψ(|y|)ψ(2n0+2|y|)

tψ−1(t)d+2α

n0∑
m=1

2−(n0−m)β1 ≤ c15ψ(|x|)ψ(|y|)
ψ−1(t)d+2α

.

The proof is complete. 2

Note that for any t ∈ (0, T ], by (1.6),

ψ−1(t/T ) ≥ ψ−1(1)(t/(ΛT ))1/β1 = (t/(ΛT ))1/β1 ≥ (t/(ΛT ))1/α. (4.10)

Proof of Theorem 4.1 (Upper estimates). Let t ∈ (0, T ] and x, y ∈ Rd0. Without loss of
generality, we assume that |x| ≤ |y|. We deal with three cases separately.

Case 1: |x| ≥ ε0ψ
−1(t/T )/8. By (1.1), we get

pκ(t, x, y) ≤ q(t, x, y) ≤ c1t
−d/α

(
1 ∧ t1/α

|x− y|

)d+α
.

Further, by (1.6), we have ψ(|y|)/t ≥ ψ(|x|)/t ≥ ψ(ε0ψ
−1(t/T )/8)/t ≥ c2. Thus, (4.1) holds.

Case 2: |x| < ε0ψ
−1(t/T )/8 and |y| ≥ ε0ψ

−1(t/T ). In this case, by (1.6), we have ψ(|x|)/t ≤ c3
and ψ(|y|)/t ≥ c4. Moreover, by (4.10),

|x− y| ≥ 7ε0ψ
−1(t/T )/8 ≥ 7ε0(t/(ΛT ))

1/α/8.

Hence, the right-hand side of (4.1) is bounded below by

c5ψ(|x|)
t1+d/α

(
t1/α

|x− y|

)d+α
=

c5ψ(|x|)
|x− y|d+α

.
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Therefore, from Lemma 4.5, since ψ(|y|)/t ≥ c4, we conclude that (4.1) holds in this case.

Case 3: |x| < ε0ψ
−1(t/T )/8 and |y| < ε0ψ

−1(t/T ). In this case, since ψ(|x|) ≤ ψ(|y|) ≤ t and
|x− y| ≤ |x|+ |y| < ψ−1(t), the right-hand side of (4.1) is equal to

c6ψ(|x|)ψ(|y|)
t2

[
e−λ1t/ψ(|y|)t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
+

t2

ψ−1(t)d+2α

]
.

Thus, (4.1) follows from Lemma 4.7. The proof is complete. 2

4.2 Small time lower heat kernel estimates

Lemma 4.8. For any T ≥ 1, there exists C = C(d, α, β1, β2,Λ, T ) > 0 such that for all t ∈ (0, T ]
and x, y ∈ Rd0 with |x| ≤ ψ−1(t/T ) and |y| ≥ 2ψ−1(t/T ),

pκ(t, x, y) ≥ Cψ(|x|)
|x− y|d+α

.

Proof. Fix t ∈ (0, T ] and x, y ∈ Rd0 such that |x| ≤ ψ−1(t/T ) and |y| ≥ 2ψ−1(t/T ). Let
U := B(0, 3|y|) \ B(0, |x|/2) and rt := (t/(ΛT ))1/α. By the strong Markov property and the joint
continuity of pκ,U , we have

pκ,U (t, x, y) = Ex
[
pκ,U (t− τκB(x,|x|/2), X

κ
τκ
B(x,|x|/2)

, y) : τκB(x,|x|/2) < t
]

≥ Ex
[
pκ,U (t− τκB(x,|x|/2), X

κ
τκ
B(x,|x|/2)

, y) : τκB(x,|x|/2) ≤ t/2, Xκ
τκ
B(x,|x|/2)

∈ B(y, rt)
]

≥ Px
(
τκB(x,|x|/2) ≤ t/2, Xκ

τκ
B(x,|x|/2)

∈ B(y, rt)
)

inf
s∈[t/2,t], z∈B(y,rt)

pκ,U (s, z, y). (4.11)

For all s ∈ [t/2, t] and z ∈ B(y, rt), by (4.10), we have |y| ∧ |z| > 2ψ−1(t/T ) − rt ≥ ψ−1(t/T ) and
|y| ∨ |z| < |y| + rt ≤ 3|y|/2. Hence, using Proposition 2.5 (with R = 3|y|, r = ψ−1(t/T )/2 and
a = 2β2ΛT ) and (1.1), we get

inf
s∈[t/2,t], z∈B(y,rt)

pκ,U (s, z, y) ≥ inf
s∈[t/2,t], z∈B(y,rt)

pκ,B(0,3|y|)\B(0,ψ−1(t/T )/2)(s, z, y)

≥ c1 inf
s∈[t/2,t]

inf
z∈B(y,rt)

q(s, y, z) ≥ c2 inf
s∈[t/2,t]

s−d/α = c2t
−d/α. (4.12)

Besides, we note that for all w ∈ B(x, |x|/2) and z ∈ B(y, rt), since |y| ≥ 2|x| and |y| ≥ 2rt,

|w − z| ≤ 2|x|+ |y|+ rt ≤ 5|y|/2 ≤ 5(|y| − |x|) ≤ 5|y − x|. (4.13)

Further, by Lemma 2.7 and (1.6),

Ex
[
τκB(x,|x|/2) ∧ (t/2)

]
≥

(
ψ(|x|/2) ∧ (t/2)

)
Px

(
τκB(x,|x|/2) ≥ ψ(|x|/2)

)
≥ c3ψ(|x|). (4.14)

Using (2.10) in the equality below, (4.13) in the first inequality and (4.14) in the second inequality,
we obtain

Px
(
τκB(x,|x|/2) ≤ t/2, Xκ

τκ
B(x,|x|/2)

∈ B(y, rt)
)
= Ex

[ˆ τκ
B(x,|x|/2)∧(t/2)

0

ˆ
B(y,rt)

A(d,−α)
|Xκ

s − z|d+α
dzds

]
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≥
A(d,−α)Ex[τκB(x,|x|/2) ∧ (t/2)]

5d+α|x− y|d+α

ˆ
B(y,rt)

dz ≥ c4t
d/αψ(|x|)

|x− y|d+α
.

Combining this with (4.11) and (4.12), and using the inequality pκ(t, x, y) ≥ pκ,U (t, x, y), we arrive
at the result. 2

Lemma 4.9. For any T ≥ 1, there exists C = C(d, α, β1, β2,Λ, T ) > 0 such that for all t ∈ (0, T ]
and x, y ∈ Rd0 with |x| ≤ ψ−1(t/(2T )) and |x| ≤ |y| ≤ 2ψ−1(t/T ),

pκ(t, x, y) ≥ Cψ(|x|)ψ(|y|)
ψ−1(t/T )d+2α

.

Proof. Let z0 ∈ Rd be such that |z0| = 3ψ−1(t/T ). By Lemma 4.8, for any z ∈ B(z0, ψ
−1(t/T )),

pκ(t/2, x, z) ≥ c1ψ(|x|)
|x− z|d+α

≥ c1ψ(|x|)
(5ψ−1(t/T ))d+α

. (4.15)

Similarly, by Lemma 4.8 and the symmetry of pκ(t, ·, ·), if |y| ≤ ψ−1(t/(2T )), then pκ(t/2, z, y) ≥
c2ψ(|y|)/ψ−1(t/T )d+α for any z ∈ B(z0, ψ

−1(t/T )). If ψ−1(t/(2T )) < |y| ≤ 2ψ−1(t/T ), then by
using (1.6), Proposition 2.5 (with R = 8ψ−1(t/T ), r = ψ−1(t/(2T ))/2 and a = 2β2ΛT ), (1.1) and
(4.10), we get that for any z ∈ B(z0, ψ

−1(t/T )),

pκ(t/2, z, y) ≥ pκ,B(0,8ψ−1(t/T ))\B(0,ψ−1(t/(2T ))/2)(t/2, z, y)

≥ c3q(t/2, z, y) ≥
c4t/2

(6ψ−1(t/T ))d+α
≥ c5ψ(|y|)
ψ−1(t/T )d+α

.

Hence, in both cases, we have

pκ(t/2, z, y) ≥ c6ψ(|y|)
ψ−1(t/T )d+α

for all z ∈ B(z0, ψ
−1(t/T )). (4.16)

Using the semigroup property, (4.15) and (4.16), we conclude that

pκ(t, x, y) ≥
ˆ
B(z0,ψ−1(t/T ))

pκ(t/2, x, z)pκ(t/2, z, y)dz ≥ c5ψ(|x|)ψ(|y|)
ψ−1(t/T )d+2α

.

2

Lemma 4.10. Let T ≥ 1. There exist λ2 = λ2(β2,Λ) > 0 and C = C(d, α, β1, β2,Λ, T ) > 0 such
that for all t ∈ (0, T ] and x, y ∈ Rd0 with |y| ≥ |x| ∨ (t/(2ΛT ))1/α and |x− y| ≤ (t/(2ΛT ))1/α/4,

pκ(t, x, y) ≥ Ct−d/αe−λ2t/ψ(|y|).

Proof. From (2.6), using (1.7) and (1.6), we get that

pκ(t, x, y) ≥ pκ,B(y,|y|/2)(t, x, y) ≥ qB(y,|y|/2)(t, x, y) exp
(
− t sup

z∈B(y,|y|/2)
κ(z)

)
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≥ qB(y,|y|/2)(t, x, y) exp
(
− t sup

|z|≥|y|/2
κ(z)

)
≥ qB(y,|y|/2)(t, x, y)e−λ2t/ψ(|y|), (4.17)

for some constant λ2 = λ2(β2,Λ) > 0. On the other hand, since |y| ≥ 4|x − y| and |y| ≥
(t/(2ΛT ))1/α, applying Proposition 2.2 with k = 2(2ΛT )1/α, we obtain

qB(y,|y|/2)(t, x, y) ≥ c1

(
1 ∧

δB(y,|y|/2)(x)
α

t

)1/2(
1 ∧

δB(y,|y|/2)(y)
α

t

)1/2

t−d/α
(
1 ∧ t1/α

|x− y|

)d+α
= c1

(
1 ∧ (|y|/2− |x− y|)α

t

)1/2(
1 ∧ (|y|/2)α

t

)1/2

t−d/α ≥ c2t
−d/α.

Combining this with (4.17), we arrive at the result. 2

Lemma 4.11. For any T ≥ 1, there exists C = C(d, α, β1, β2,Λ, T ) > 0 such that for all t ∈ (0, T ]
and x, y ∈ Rd0 with |x| ≤ |y| ≤ 2ψ−1(t/T ),

pκ(t, x, y) ≥ Cψ(|x|)ψ(|y|)
t2+d/α

e−λ2t/ψ(|y|)
(
1 ∧ t1/α

|x− y|

)d+α
, (4.18)

where λ2 = λ2(β2,Λ) > 0 is the constant in Lemma 4.10.

Proof. Let bt := (t/(2ΛT ))1/α and let λ2 > 0 be the constant in Lemma 4.10. Note that
bt ≤ ψ−1(t/(2T )) by (4.10). We consider the following three cases separately.

Case 1: |y| ≤ bt. By (1.6), it holds that

t

ψ(|y|)
≥ t

Λ|y|β1
≥ c1t

−(β1−α)/α.

Using this and the inequality supu∈(0,1] u
(d+2α)/β2−2−d/αe−c1λ2u

−(β1−α)/α = c2 <∞, we see that

ψ(|x|)ψ(|y|)
t2+d/α

e−λ2t/ψ(|y|) ≤ ψ(|x|)ψ(|y|)
t2+d/α

e−c1λ2t
−(β1−α)/α ≤ c2ψ(|x|)ψ(|y|)

t(d+2α)/β2
. (4.19)

On the other hand, since |x| ≤ |y| ≤ bt ≤ ψ−1(t/(2T )), from Lemma 4.9 and (1.6), we obtain

pκ(t, x, y) ≥ c3ψ(|x|)ψ(|y|)
ψ−1(t/T )d+2α

≥ c4ψ(|x|)ψ(|y|)
(t/T )(d+2α)/β2

.

Combining this with (4.19), we conclude that (4.18) holds in this case.

Case 2: |y| > bt and |x− y| ≤ bt/4. Since ψ(|x|)ψ(|y|)/t2 ≤ (2β2Λ)2 by (1.6), the result follows
from Lemma 4.10.

Case 3: |y| > bt and |x− y| > bt/4. Let

z0 :=

(
|y|+ 2−3−1/αbt

|y|

)
y.
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For any z ∈ B(z0, 2
−3−1/αbt), we have |z| ≥ |y| ≥ |x|,

|y − z| ≤ |y − z0|+ |z0 − z| < 2−2−1/αbt = (t/(4ΛT ))1/α/4 (4.20)

and |x− z| ≤ |x− y|+ |y − z| < 2|x− y|. Hence, applying Proposition 2.5 (with a = 2β2+1Λ) and
using (1.1), we get that for all z ∈ B(z0, 2

−3−1/αbt),

pκ(ψ(|x|)/2, x, z) ≥ pκ,B(0,2(|z0|+bt))\B(0,|x|/2)(ψ(|x|)/2, x, z)

≥ c5q(ψ(|x|)/2, x, z) ≥
c6ψ(|x|)/2

(2|x− y|)d+α
. (4.21)

Besides, for any z ∈ B(z0, 2
−3−1/αbt), since t − ψ(|x|)/2 ∈ [t/2, t], |z| ≥ |y| > bt and (4.20) holds,

by Lemma 4.10, we obtain

pκ(t− ψ(|x|)/2, z, y) ≥ c7(t− ψ(|x|)/2)−d/αe−λ2(t−ψ(|x|/2))/ψ(|z|) ≥ c7t
−d/αe−λ2t/ψ(|y|). (4.22)

Using the semigroup property, (4.21) and (4.22), we arrive at

pκ(t, x, y) ≥
ˆ
B(z0,2−3−1/αbt)

pκ(ψ(|x|)/2, x, z)pκ(t− ψ(|x|)/2, z, y)dz

≥ c8ψ(|x|)t−d/αe−λ2t/ψ(|y|)

|x− y|d+α

ˆ
B(z0,2−3−1/αbt)

dz

=
c9ψ(|x|)e−λ2t/ψ(|y|)

|x− y|d+α
≥ c9ψ(|x|)ψ(|y|)e−λ2t/ψ(|y|)

t|x− y|d+α
.

The proof is complete. 2

Proof of Theorem 4.1 (Lower estimates). Let t ∈ (0, T ] and x, y ∈ Rd0. Without loss of
generality, by symmetry, we assume that |x| ≤ |y|. We consider three cases separately.

Case 1: |x| ≥ ψ−1(t/(2T )). In this case, we have t ≤ 2Tψ(|x|) ≤ 2β2+1ΛTψ(|x|/2). Using
Proposition 2.5 (with a = 2β2+1ΛT ) and (1.1), we obtain

pκ(t, x, y) ≥ pκ,B(0,3|y|)\B(0,|x|/2)(t, x, y) ≥ c1q(t, x, y) ≥ c2t
−d/α

(
1 ∧ t1/α

|x− y|

)d+α
.

Combining this with Lemma 4.2, we conclude that (4.2) holds.

Case 2: |x| < ψ−1(t/(2T )) and |y| ≥ 2ψ−1(t/T ). By (4.10), |x− y| ≥ ψ−1(t/T ) ≥ c3t
1/α in this

case. Hence, by Lemma 4.8, we have

pκ(t, x, y) ≥ c3ψ(|x|)
|x− y|d+α

≥ c4ψ(|x|)
t

t−d/α
(
1 ∧ t1/α

|x− y|

)d+α
.

Using Lemma 4.2 again, we obtain (4.2).

Case 3: |x| < ψ−1(t/(2T )) and |y| < 2ψ−1(t/T ). Note that |x− y| ≤ |x|+ |y| < 3ψ−1(t). Thus,
from Lemmas 4.9 and 4.11, (4.2) follows.

The proof is complete. 2
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5 Key proposition for large time estimates

Starting from this section, we assume that κ ∈ Kα(ψ,Λ). Recall that q̃(t, x, y) is defined by (1.2).
By [9, (9)], the following 3P inequality holds for q̃(t, x, y).

Proposition 5.1. There exists C = C(d, α) > 0 such that for all t > s > 0 and x, y, z ∈ Rd,

q̃(t− s, x, z)q̃(s, z, y)

q̃(t, x, y)
≤ C(q̃(t− s, x, z) + q̃(s, y, z)).

The next proposition is the main result of this section. The proof will be provided at the end
of this section.

Proposition 5.2. There exists C = C(d, α, β1,Λ) > 0 such that for all R ≥ 1, t ≥ Rα and
x, y ∈ B(0, 2R)c,

ˆ t

0

ˆ
B(0,R)c

qB(0,R)c(s, x, z)qB(0,R)c(t− s, z, y)

qB(0,R)c(t, x, y)
κ(z)dzds ≤ C

Rβ1−α
. (5.1)

In the remainder of this section, we fix R ≥ 1. Note that by (1.9) and (1.6),

κ(z) ≤ Λ

ψ(|z|)
≤ Λ2

|z|β1
for all z ∈ B(0, R)c. (5.2)

Further, we see that

δB(0,R)c(z) ≥ |z|/2 ≥ R for all z ∈ B(0, 2R)c. (5.3)

We consider the cases d > α, d = 1 < α and d = α = 1 separately.

5.1 The case of d > α

When d > α, we have for all x, y ∈ Rd with x ̸= y,

ˆ ∞

0
q̃(s, x, y)ds =

ˆ |x−y|α

0

s

|x− y|d+α
ds+

ˆ ∞

|x−y|α
s−d/αds =

d+ α

2(d− α)|x− y|d−α
. (5.4)

Lemma 5.3. Suppose that d > α. There exists C = C(d, α, β1) > 0 independent of R such that

ˆ
B(0,R)c

dz

|w − z|d−α|z|β1
≤ C

Rβ1−α
for all w ∈ B(0, 2R)c.

Proof. Let w ∈ B(0, 2R)c. We decompose the integral as follows:

ˆ
B(0,R)c

dz

|w − z|d−α|z|β1

=

( ˆ
B(w,|w|/2)\B(0,R)

+

ˆ
B(w,3|w|)\(B(w,|w|/2)∪B(0,R))

+

ˆ
B(w,3|w|)c

)
dz

|w − z|d−α|z|β1

=: I1 + I2 + I3.
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For any z ∈ B(w, |w|/2), we have |z| ≥ |w|/2. Using this, we get that

I1 ≤
1

(|w|/2)β1

ˆ
B(w,|w|/2)

dz

|w − z|d−α
=
Ad−1(|w|/2)α

α(|w|/2)β1
=

c1
|w|β1−α

≤ c1
(2R)β1−α

.

Set β̃1 := β1 ∧ ((d+ α)/2). Then α < β̃1 < d. For I2, we have

I2 ≤
1

(|w|/2)d−α

ˆ
B(w,3|w|)\(B(w,|w|/2)∪B(0,R))

dz

|z|β1

≤ 1

Rβ1−β̃1(|w|/2)d−α

ˆ
B(0,4|w|)\B(0,R)

dz

|z|β̃1

≤ c2(4|w|)d−β̃1

Rβ1−β̃1 |w|d−α
≤ c3
Rβ1−α

.

For any z ∈ B(w, 3|w|)c, we have |z| ≥ 2|w| and |w − z| ≥ |z| − |w| ≥ |z|. Hence,

I3 ≤
ˆ
B(0,2|w|)c

dz

|z|d−α+β1
=

c4
(2|w|)β1−α

≤ c4
(4R)β1−α

.

The proof is complete. 2

Lemma 5.4. When d > α, (5.1) holds true.

Proof. Let t ≥ Rα and x, y ∈ B(0, 2R)c. By Proposition 2.4(i), we have

qB(0,r)c(t, x, y) ≥ c1q̃(t, x, y). (5.5)

On the other hand, using (1.1) and Proposition 5.1 in the first inequality below, (5.2) and (5.4) in
the third, and Lemma 5.3 in the last, we see that

1

q̃(t, x, y)

ˆ t

0

ˆ
B(0,R)c

q(s, x, z)q(t− s, z, y)κ(z)dzds

≤ c2

ˆ t

0

ˆ
B(0,R)c

(q̃(s, x, z) + q̃(t− s, y, z))κ(z)dzds

≤ 2c2 sup
w∈B(0,2R)c

ˆ ∞

0

ˆ
B(0,R)c

q̃(s, w, z)κ(z)dzds

≤ c3 sup
w∈B(0,2R)c

ˆ
B(0,R)c

dz

|w − z|d−α|z|β1

≤ c4R
−(β1−α). (5.6)

Combining (5.5) with (5.6), we arrive at (5.1). 2
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5.2 The case of d = 1 < α

Throughout this subsection, we assume that d = 1 < α. Recall that R ≥ 1 is fixed. Define

hR(s, z) := 1 ∧ |z|α−1R(2−α)/2

s(α−1)/α(s ∧Rα)(2−α)/(2α)
for s > 0 and z ∈ B(0, R)c.

By Proposition 2.4(ii) and (5.3), there exists C = C(d, α) > 0 such that

qB(0,R)c(t, x, y) ≥ ChR(t, x)hR(t, y)q̃(t, x, y) for all t ≥ Rα and x, y ∈ B(0, 2R)c. (5.7)

For any z ∈ B(0, R)c and s ≤ Rα, it holds that hR(s, z) = 1. Hence,

hR(s, z) = 1 ∧ |z|α−1

s(α−1)/α
, s > 0, z ∈ B(0, R)c.

Note that, for each fixed z ∈ B(0, R)c, the map s 7→ hR(s, z) is non-increasing and

s(α−1)/αhR(s, z) ≤ u(α−1)/αhR(u, z) for all u ≥ s > 0. (5.8)

Lemma 5.5. Suppose that d = 1 < α. There exists C = C(α, β1,Λ) > 0 independent of R such
that for all t ≥ Rα and v ∈ B(0, 2R)c,

ˆ t

0

ˆ
B(0,R)c

hR(s, v)hR(s, z)hR(t, z)κ(z)dzds ≤
Ct1/αhR(t, v)

Rβ1−α
.

Proof. Let t ≥ Rα and v ∈ R(0, 2R)c. Using (5.2) and the fact that hR ≤ 1 in the first inequality
below, and (5.8) in the second, we obtain

ˆ t

0

ˆ
B(0,R)c

hR(s, v)hR(s, z)hR(t, z)κ(z)dzds ≤
Λ2

t(α−1)/α

ˆ t

0

ˆ
B(0,R)c

hR(s, v)|z|α−1

|z|β1
dzds

≤ Λ2hR(t, v)

ˆ t

0

ˆ
B(0,R)c

1

s(α−1)/α|z|β1−α+1
dzds = c1R

−β1+αt1/αhR(t, v).

2

Lemma 5.6. Suppose that d = 1 < α. There exists C = C(α, β1,Λ) > 0 independent of R such
that for all t ≥ Rα and v ∈ B(0, 2R)c,

ˆ t

0

ˆ
B(0,R)c

hR(s, v)hR(s, z)hR(t, z)q̃(s, v, z)κ(z)dzds ≤
ChR(t, v)

Rβ1−α
.

Proof. Let t ≥ Rα and v ∈ R(0, 2R)c. Using (5.2), (5.8), and the inequalities hR ≤ 1 and
q̃(s, ·, ·) ≤ s−1/α, we get

ˆ t

0

ˆ
B(0,R)c

hR(s, v)hR(s, z)hR(t, z)q̃(s, v, z)κ(z)dzds
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≤ Λ2

t(α−1)/α

ˆ t

0

ˆ
B(0,R)c

hR(s, v)q̃(s, v, z)

|z|β1−α+1
dzds

≤ Λ2hR(t, v)

ˆ t

0

ˆ
B(0,R)c

hR(s, z)q̃(s, v, z)

s(α−1)/α|z|β1−α+1
dzds

≤ Λ2hR(t, v)

ˆ Rα

0

ˆ
B(0,R)c

q̃(s, v, z)

s(α−1)/α|z|β1−α+1
dzds+ Λ2hR(t, v)

ˆ t

Rα

ˆ
B(0,R)c

hR(s, z)

s|z|β1−α+1
dzds

=: Λ2hR(t, v)(I1 + I2).

By using (2.1), we have

I1 ≤
1

Rβ1−α+1

ˆ Rα

0

ˆ
B(0,R)c

q̃(s, v, z)

s(α−1)/α
dzds ≤ c1

Rβ1−α+1

ˆ Rα

0

ds

s(α−1)/α
=

αc1
Rβ1−α

.

On the other hand, we observe that

I2 ≤
ˆ t

Rα

ˆ
B(0,s1/α)\B(0,R)

|z|α−1

s1+(α−1)/α|z|β1−α+1
dzds+

ˆ t

Rα

ˆ
B(0,s1/α)c

1

s|z|β1−α+1
dzds

=: I2,1 + I2,2.

Set η1 := ((α− 1) ∧ (β1 − α))/2. For I2,1, we have

I2,1 ≤
ˆ t

Rα

ˆ
B(0,s1/α)\B(0,R)

(s1/α)α−1−η1

s1+(α−1)/α|z|β1−α+1−η1
dzds ≤ c2

Rβ1−α−η1

ˆ t

Rα

1

s1+η1/α
ds ≤ c3

Rβ1−α
.

For I2,2, we see that

I2,2 = c4

ˆ t

Rα

ds

s1+(β1−α)/α
≤ c5
Rβ1−α

.

The proof is complete. 2

Lemma 5.7. When d = 1 < α, (5.1) holds true.

Proof. Let t ≥ Rα and x, y ∈ B(0, 2R)c. Using Proposition 2.4(ii) and Proposition 5.1 in the first
inequality below, (5.8) and the inequality q̃(t−s, w, z) ≤ (t/2)−1/α for all s ∈ (0, t/2] and w, z ∈ Rd
in the second, and Lemmas 5.5 and 5.6 in the last, we obtain

1

q̃(t, x, y)

ˆ t

0

ˆ
B(0,R)c

qB(0,R)c(s, x, z)qB(0,R)c(t− s, z, y)κ(z)dzds

≤ c2

ˆ t

0

ˆ
B(0,R)c

hR(s, x)hR(s, z)hR(t− s, y)hR(t− s, z)(q̃(s, x, z) + q̃(t− s, y, z))κ(z)dzds

≤ c3hR(t, y)

ˆ t/2

0

ˆ
B(0,R)c

hR(s, x)hR(s, z)hR(t, z)q̃(s, x, z)κ(z)dzds

+ c3t
−1/αhR(t, y)

ˆ t/2

0

ˆ
B(0,R)c

hR(s, x)hR(s, z)hR(t, z)κ(z)dzds
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+ c3hR(t, x)

ˆ t/2

0

ˆ
B(0,R)c

hR(s, y)hR(s, z)hR(t, z)q̃(s, y, z)κ(z)dzds

+ c3t
−1/αhR(t, x)

ˆ t/2

0

ˆ
B(0,R)c

hR(s, y)hR(s, z)hR(t, z)κ(z)dzds

≤ c4R
−β1+αhR(t, x)hR(t, y).

Combining this with (5.7), we conclude that (5.1) holds when d = 1 < α. 2

5.3 The case of d = 1 = α

In this subsection, we assume that d = 1 = α. Recall that Log r is defined in (1.3). Note that

Log sr ≤ Log s+ Log r for all r, s > 0, (5.9)

Log r ≥ 1 for all r ≥ 1 (5.10)

and

Log r ≤ rLog a

a
≤ r for all r ≥ a ≥ 1. (5.11)

Moreover, for any ε > 0, there exists c(ε) ≥ 1 such that

Logu

Log s
≤ c(ε)

(
u

s

)ε
for all u ≥ s > 0. (5.12)

Define for s > 0 and z ∈ B(0, R)c,

fR(s, z) := 1 ∧ R1/2 Log (|z|/R)
(s ∧R)1/2 Log (s/R)

.

By Proposition 2.4(iii), using (5.3), we see that there exists C = C(d, α) > 0 such that

qB(0,R)c(t, x, y) ≥ CfR(t, x)fR(t, y)q̃(t, x, y) for all t ≥ R and x, y ∈ B(0, 2R)c. (5.13)

For any s ≤ R and z ∈ B(0, R)c, fR(s, z) = 1. Hence

fR(s, z) = 1 ∧ Log (|z|/R)
Log (s/R)

.

Consequently, for each fixed z ∈ B(0, R)c, we have

fR(s, z) Log (s/R) ≤ fR(u, z) Log (u/R) for all u ≥ s > 0. (5.14)

Lemma 5.8. Suppose that d = 1 = α. There exists C = C(β1,Λ) > 0 independent of R such that
for all t ≥ R and v ∈ B(0, 2R)c,

ˆ t

0

ˆ
B(0,R)c

fR(s, v)fR(s, z)fR(t, z)κ(z)dzds ≤
CtfR(t, v)

Rβ1−1
.
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Proof. Let t ≥ R and v ∈ R(0, 2R)c. Using (5.2) and fR(s, z) ≤ 1 in the first inequality below,
(5.14) in the second, and (5.12) twice (with ε = 1/2 and ε = (β1 − 1)/2) in the third, we obtain

ˆ t

0

ˆ
B(0,R)c

fR(s, v)fR(s, z)fR(t, z)κ(z)dzds

≤ Λ2

Log (t/R)

ˆ t

0

ˆ
B(0,R)c

fR(s, v) Log (|z|/R)
|z|β1

dzds

≤ Λ2fR(t, v)

ˆ t

0

ˆ
B(0,R)c

Log (|z|/R)
|z|β1 Log (s/R)

dzds

≤ c1t
1/2fR(t, v) Log 1

R(β1−1)/2 Log (t/R)

ˆ t

0

ds

s1/2

ˆ
B(0,R)c

dz

|z|(β1+1)/2

=
c2tfR(t, v)

Rβ1−1 Log (t/R)
≤ c2tfR(t, v)

Rβ1−1
.

2

Lemma 5.9. Suppose that d = 1 = α. There exists C = C(β1,Λ) > 0 independent of R such that
for all t ≥ R and v ∈ B(0, 2R)c,

ˆ t

0

ˆ
B(0,R)c

fR(s, v)fR(s, z)fR(t, z)q̃(s, v, z)κ(z)dzds ≤
CfR(t, v)

Rβ1−1
.

Proof. Let t ≥ R and v ∈ R(0, 2R)c. Using (5.2), (5.14), and the inequalities fR ≤ 1 and
q̃(s, ·, ·) ≤ s−1, we get

ˆ t

0

ˆ
B(0,R)c

fR(s, v)fR(s, z)fR(t, z)q̃(s, v, z)κ(z)dzds

≤ Λ2

Log (t/R)

ˆ t

0

ˆ
B(0,R)c

fR(s, v)fR(s, z)q̃(s, v, z) Log (|z|/R)
|z|β1

dzds

≤ Λ2fR(t, v)

ˆ t

0

ˆ
B(0,R)c

fR(s, z)q̃(s, v, z) Log (|z|/R)
|z|β1Log (s/R)

dzds

≤ Λ2fR(t, v)

ˆ R

0

ˆ
B(0,R)c

q̃(s, v, z) Log (|z|/R)
|z|β1 Log (s/R)

dzds

+ Λ2fR(t, v)

ˆ t

R

ˆ
B(0,R)c

(Log (|z|/R))2

s|z|β1(Log (s/R))2
dzds

=: Λ2fR(t, v)(I1 + I2).

Using (5.12) twice (with ε = 1/2 and ε = β1) in the first inequality below and (2.1) in the second,
we obtain

I1 ≤
c1R

1/2Log 1

Rβ1 Log 1

ˆ R

0

ˆ
B(0,R)c

q̃(s, v, z)

s1/2
dzds ≤ c2

Rβ1−1/2

ˆ R

0

ds

s1/2
=

2c2
Rβ1−1

.
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For I2, using (5.12) (with ε = (β1 − 1)/4), we see that

I2 ≤
c3(Log 1)

2

R(β1−1)/2

ˆ t

R

ˆ
B(0,R)c

1

s(Log (s/R))2 |z|(β1+1)/2
dzds

=
c4

Rβ1−1

ˆ t

R

1

s(Log (s/R))2
ds

≤ c4
Rβ1−1

ˆ ∞

R

e

(s+ (e− 1)R)(Log (s/R))2
ds =

ec4
Rβ1−1 Log 1

.

The proof is complete. 2

Lemma 5.10. When d = 1 = α, (5.1) holds true.

Proof. Let t ≥ R and x, y ∈ B(0, 2R)c. Using Proposition 2.4(iii) and Proposition 5.1 in the first
inequality below, (5.14) and the inequality q̃(t− s, w, z) ≤ (t/2)−1 for all s ∈ (0, t/2] and w, z ∈ Rd
in the second, and Lemmas 5.8 and 5.9 in the last, we obtain

1

q̃(t, x, y)

ˆ t

0

ˆ
B(0,R)c

qB(0,R)c(s, x, z)qB(0,R)c(t− s, z, y)κ(z)dzds

≤ c2

ˆ t

0

ˆ
B(0,R)c

fR(s, x)fR(s, z)fR(t− s, y)fR(t− s, z)(q̃(s, x, z) + q̃(t− s, y, z))κ(z)dzds

≤ c3fR(t, y)

ˆ t/2

0

ˆ
B(0,R)c

fR(s, x)fR(s, z)fR(t, z)q̃(s, x, z)κ(z)dzds

+ c3t
−1fR(t, y)

ˆ t/2

0

ˆ
B(0,R)c

fR(s, x)fR(s, z)fR(t, z)κ(z)dzds

+ c3fR(t, x)

ˆ t/2

0

ˆ
B(0,R)c

fR(s, y)fR(s, z)fR(t, z)q̃(s, y, z)κ(z)dzds

+ c3t
−1fR(t, x)

ˆ t/2

0

ˆ
B(0,R)c

fR(s, y)fR(s, z)fR(t, z)κ(z)dzds

≤ c4fR(t, x)fR(t, y)

Rβ1−1
.

Combining this with (5.13), we conclude that (5.1) holds. 2

Now, the proof of Proposition 5.2 is straightforward.

Proof of Proposition 5.2. The result follows from Lemmas 5.4, 5.7 and 5.10. 2

6 Large time estimates

Throughout this section, we continue to assume that κ ∈ Kα(ψ,Λ). The goal of this section is to
establish the following large time estimates for pκ(t, x, y).
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Theorem 6.1. Suppose that κ ∈ Kα(ψ,Λ). Then there exist comparison constants depending only
on d, α, β1, β2 and Λ such that the following estimates hold for all t ≥ 2 and x, y ∈ Rd0:

pκ(t, x, y)

q̃(t, x, y)
≍


(1 ∧ ψ(|x|))(1 ∧ ψ(|y|)) if d > α,(
1 ∧ ψ(|x|)∧|x|α−1

t(α−1)/α

)(
1 ∧ ψ(|y|)∧|y|α−1

t(α−1)/α

)
if d = 1 < α,(

1 ∧ ψ(|x|)∧Log |x|
Log t

)(
1 ∧ ψ(|y|)∧Log |y|

Log t

)
if d = 1 = α.

6.1 Large time lower heat kernel estimates

Recall that for any open subset U of Rd0 with U ⊂ Rd0,

pκ,U (t, x, y) = qU (t, x, y) +

∞∑
k=1

pκ,Uk (t, x, y)

where pκ,Uk (t, x, y), k ≥ 1, are defined by (2.7), and pκ(t, x, y) is defined as the increasing limit of
pκ,B(0,1/n)c(t, x, y) as n→ ∞.

Lemma 6.2. There exists R1 = R1(d, α, β1,Λ) ≥ 2 such that for all t ≥ Rα1 and x, y ∈ B(0, 2R1)
c,

pκ(t, x, y) ≥ 1

2
qB(0,R1)c(t, x, y).

Proof. By Proposition 5.2, there exists R1 = R1(d, α, β1,Λ) ≥ 2 such that for all t ≥ Rα1 and
x, y ∈ B(0, 2R1)

c,

ˆ t

0

ˆ
B(0,R1)c

qB(0,R1)c(s, x, z)qB(0,R1)c(t− s, z, y)

qB(0,R1)c(t, x, y)
κ(z)dzds ≤ 1

3
. (6.1)

Let t ≥ Rα1 and x, y ∈ B(0, 2R1)
c. By using induction and (6.1), we see that

|pκ,B(0,R1)c

k (t, x, y)| ≤ 3−kqB(0,R1)c(t, x, y) for all k ≥ 1.

Therefore, we conclude that

pκ(t, x, y) ≥ pκ,B(0,R1)c(t, x, y) ≥ qB(0,R1)c(t, x, y)− qB(0,R1)c(t, x, y)

∞∑
k=1

3−k =
1

2
qB(0,R1)c(t, x, y).

2

Proof of Theorem 6.1 (Lower estimates). Let t ≥ 2 and x, y ∈ Rd0. Without loss of generality,
we assume that |x| ≤ |y|. Let R1 ≥ 2 be the constant in Lemma 6.2 and z0 ∈ Rd be such that
|z0| = 3R1. We deal with four cases separately.

Case 1: 1 ≤ t ≤ 4Rα1 and |y| < 8R1. Note that |x− y| ≤ |x|+ |y| < 16R1 and t ≍ ψ−1(t) ≍ 1.
In particular, q̃(t, x, y) ≍ 1. Applying Theorem 4.1 with T = 4Rα1 , we obtain

pκ(t, x, y) ≥ c1

(
1 ∧ ψ(|x|)

t

)(
1 ∧ ψ(|y|)

t

)
t2

ψ−1(t)d+2α

(
1 ∧ ψ−1(t)

|x− y|

)d+2α
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≥ c2(1 ∧ ψ(|x|))(1 ∧ ψ(|y|)
≥ c3(1 ∧ ψ(|x|))(1 ∧ ψ(|y|)q̃(t, x, y).

Since t(α−1)/α ≍ Log t ≍ 1 in this case, this yields the desired lower bound.

Case 2: 1 ≤ t ≤ 4Rα1 and |y| ≥ 8R1. Applying Theorem 4.1 with T = 4Rα1 , we obtain

pκ(t, x, y) ≥ c4

(
1 ∧ ψ(|x|)

t

)(
1 ∧ ψ(|y|)

t

)
e−λ2t/ψ(|y|) q̃(t, x, y)

≥ c4

(
1 ∧ ψ(|x|)

4Rα1

)(
1 ∧ ψ(|y|)

4Rα1

)
e−4λ2Rα1 /ψ(8R1) q̃(t, x, y)

≥ c5(1 ∧ ψ(|x|))(1 ∧ ψ(|y|)) q̃(t, x, y).

Using t(α−1)/α ≍ Log t ≍ 1 for t ∈ [1, 4Rα1 ], we get the desired lower bound.

Case 3: t > 4Rα1 and |y| < 8R1. For all z ∈ B(z0, R1), we have |z| > 2R1 and

|x− z| ∨ |y − z| ≤ |y|+ |z| < 12R1.

Hence, by Theorem 4.1, we get that for any z ∈ B(z0, R1),

pκ(1, x, z) ≥ c6(1 ∧ ψ(|x|))(1 ∧ ψ(2R1))e
−λ2/ψ(2R1)

(
1 ∧ (12R1)

−1
)d+α

≥ c7(1 ∧ ψ(|x|)) ≥ c8ψ(|x|) (6.2)

and pκ(1, z, y) ≥ c8ψ(|y|). Besides, for all z, w ∈ B(z0, R1), since t− 2 ≥ t/2 ≥ Rα1 , |z| ∧ |w| > 2R1

and |z − w| < 2R1 ≤ 2(t− 2)1/α, from Lemma 6.2 and Proposition 2.4, we deduce that

pκ(t− 2, z, w) ≥ 1

2
qB(0,R1)c(t− 2, z, w)

≥ c9t
−d/α ×


1 if d > α,

1 ∧
(
(2R1)

α−1/t(α−1)/α
)2

if d = 1 < α,

1 ∧ (Log (2R1)/Log t)
2 if d = 1 = α

≥ c10t
−d/α ×


1 if d > α,

t−2(α−1)/α if d = 1 < α,

(Log t)−2 if d = 1 = α.

Therefore, by using the semigroup property, we arrive at

pκ(t, x, y) ≥
ˆ
B(z0,R1)

ˆ
B(z0,R1)

pκ(1, x, z)pκ(t− 2, z, w)pκ(1, w, y)dzdw

≥ c28c10ψ(|x|)ψ(|y|)t−d/α
ˆ
B(z0,R1)

dzdw ×


1 if d > α,

t−2(α−1)/α if d = 1 < α,

(Log t)−2 if d = 1 = α.
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≥ c11ψ(|x|)ψ(|y|)q̃(t, x, y)×


1 if d > α,

t−2(α−1)/α if d = 1 < α,

(Log t)−2 if d = 1 = α.

Case 4: t > 4Rα1 and |y| ≥ 8R1. If |x| ≥ 2R1, then the lower bound follows from Lemma
6.2 and Proposition 2.4. Suppose that |x| < 2R1. Note that (6.2) is still valid. Further, for any
z ∈ B(z0, R1), since |z| < 4R1 < 2t1/α, by (2.4) and (2.3),

q̃(t− 1, z, y) ≥ c12q̃(t, z, y) ≥ c13q̃(t, 0, y) ≥ c14q̃(t, x, y).

Thus, by Lemma 6.2 and Proposition 2.4, we get that for any z ∈ B(z0, R1),

pκ(t− 1, z, y) ≥ 1

2
qB(0,R1)c(t− 1, z, y)

≥ c15q̃(t− 1, z, y)×


1 if d > α,(
1 ∧ (2R1)α−1

t(α−1)/α

)(
1 ∧ |y|α−1

t(α−1)/α

)
if d = 1 < α,(

1 ∧ Log (2R1)
Log t

)(
1 ∧ Log |y|

Log t

)
if d = 1 = α

≥ c16q̃(t, x, y)×


1 if d > α,

t−(α−1)/α
(
1 ∧ |y|α−1

t(α−1)/α

)
if d = 1 < α,

(Log t)−1
(
1 ∧ Log |y|

Log t

)
if d = 1 = α.

Combining this with (6.2) and using the semigroup property, we conclude that

pκ(t, x, y) ≥
ˆ
B(z0,R1)

pκ(1, x, z)pκ(t− 1, z, y)dz

≥ c17

ˆ
B(z0,R1)

dz ψ(|x|)q̃(t, x, y)×


1 if d > α,

t−(α−1)/α
(
1 ∧ |y|α−1

t(α−1)/α

)
if d = 1 < α,

(Log t)−1
(
1 ∧ Log |y|

Log t

)
if d = 1 = α.

The proof is complete. 2

6.2 Large time upper heat kernel estimates

As preparation for the proof of the upper estimates in Theorem 6.1, we first prove some lemmas.
From (1.6), we see that ψ(r) ≤ Λrβ1 for all r ∈ (0, 1] and ψ(r) ≥ Λ−1rβ1 for all r ∈ [1,∞).

Thus, for each fixed a ∈ (0, β1) and R > 0, there exist comparison constants depending on a and
R such that

ψ(r) ∧ ra ≍

{
ψ(r) if r ≤ R,

ra if r > R.
(6.3)
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Lemma 6.3. Suppose that d = 1 < α. Then there exists C = C(α, β1, β2,Λ) ≥ 1 such that for all
t ≥ 1 and x, y ∈ R1

0,

pκ(t, x, y)

q̃(t, x, y)
≤ C

(
1 ∧ ψ(|x|) ∧ |x|α−1

t(α−1)/α

)
. (6.4)

Proof. Let t ≥ 1 and x, y ∈ R1
0. By Proposition 2.4(ii), we get that for all s > 0 and v, w ∈ R1

0,

pκ(s, v, w)

q̃(s, v, w)
= lim

n→∞

pκ,B(0,1/n)c(s, v, w)

q̃(s, v, w)
≤ lim

n→∞

qB(0,1/n)c(s, v, w)

q̃(s, v, w)

≤ c1 lim
n→∞

(
1 ∧ (|v| − n−1)α−1(|v| ∧ n−1)(2−α)/2

s(α−1)/α(s ∧ n−α)(2−α)/(2α)

)
= c1

(
1 ∧ |v|α−1

s(α−1)/α

)
. (6.5)

Hence, by (6.3), we deduce that (6.4) holds if |x| > 1.
Suppose that |x| ≤ 1. Using the semigroup property in the first line below and Corollary 4.3 in

the second, we obtain

pκ(t, x, y) ≤
(ˆ

B(0,2)
+

ˆ
B(0,t1/α)\B(0,2)

+

ˆ
B(0,t1/α)c

)
pκ(1/2, x, z)pκ(t− 1/2, z, y)dz

≤ c2ψ(|x|)
(ˆ

B(0,2)
+

ˆ
B(0,t1/α)\B(0,2)

+

ˆ
B(0,t1/α)c

)
q̃(1/2, x, z)pκ(t− 1/2, z, y)dz

=: c2ψ(|x|)(I1 + I2 + I3).

By (6.5), (2.4) and (2.3), for any z ∈ B(0, t1/α),

pκ(t− 1/2, z, y) ≤ c1|z|α−1q̃(t− 1/2, z, y)

(t− 1/2)(α−1)/α
≤ c3|z|α−1q̃(t, 0, y)

t(α−1)/α
≤ c4|z|α−1q̃(t, x, y)

t(α−1)/α
. (6.6)

Using this, we get

I1 ≤
2c4q̃(t, x, y)

t(α−1)/α

ˆ
B(0,2)

|z|α−1dz =
c5q̃(t, x, y)

t(α−1)/α
.

For I2, we note that for any z ∈ B(0, 2)c,

q̃(1/2, x, z) ≤ 1/2

|x− z|α+1
≤ 2α

|z|α+1
. (6.7)

Using (6.6) and (6.7), we obtain

I2 ≤
2αc4q̃(t, x, y)

t(α−1)/α

ˆ
B(0,t1/α)\B(0,2)

dz

|z|2
≤ c6q̃(t, x, y)

t(α−1)/α
.

For I3, we consider the cases |y| ≤ 2t1/α and |y| ≤ 2t1/α separately. If |y| ≤ 2t1/α, then using (6.7),
we see that

I3 ≤
2α

(t1/α)α+1

ˆ
B(0,t1/α)c

pκ(t− 1/2, z, y)dz ≤ 2α

t1+1/α
≤ 21+2αq̃(t, 0, y)

t
≤ 21+2αq̃(t, 0, y)

t(α−1)/α
.
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Suppose that |y| > 2t1/α. Then for any z ∈ B(0, |y|/2) \B(0, t1/α), by (1.1) and (2.4), we get

pκ(t− 1/2, z, y) ≤ c7q̃(t, z, y) =
c7t

|y − z|α+1
≤ 2α+1c7t

|y|α+1
.

Using this and (6.7), we get that

I3 ≤ 2α
( ˆ

B(0,|y|/2)\B(0,t1/α)
+

ˆ
B(0,|y|/2)c

)
pκ(t− 1/2, z, y)

|z|α+1
dz

≤ c8t

|y|α+1

ˆ
B(0,|y|/2)\B(0,t1/α)

dz

|z|α+1
+

2α

(|y|/2)α+1

ˆ
B(0,|y|/2)c

pκ(t− 1/2, z, y)dz

≤ c9
|y|α+1

=
c9q̃(t, 0, y)

t
≤ c9q̃(t, 0, y)

t(α−1)/α
.

Thus, in both cases, using (2.3), we deduce that

I3 ≤ c10t
−(α−1)/αq̃(t, x, y).

Now combining the estimates for I1, I2 and I3 above and using (6.3), we conclude that (6.4) is also
valid in this case. The proof is complete. 2

For n ≥ 1, we denote by Log nr := Log ◦ · · · ◦ Log r the n-th iterated function of Log .

Lemma 6.4. Suppose that d = 1 = α. Let n ∈ N. If there exists a0 ≥ 1 such that

pκ(t, z, y)

q̃(t, 0, y)
≤ a0ψ(|z|) Logn t

Log t
, for all t ≥ 1 and z, y ∈ R1

0 with |z| ≤ 1, (6.8)

then there exists C = C(Λ) > 0 such that

pκ(t, x, y)

q̃(t, 0, y)
≤ CLog a0(Log |x|+ Logn+1 t)

Log t
, for all t ≥ 1 and x, y ∈ R1

0 with |x| ≤ t. (6.9)

Proof. Let t ≥ 1 and x, y ∈ R1
0 with |x| ≤ t. Set

ε :=

(
(Log |x|) ∧ (Logn t)

a0Log
n t

)1/β1

∈ (0, 1].

For all w ∈ R1
0, using Proposition 2.4(iii) in the first inequality below, (5.9) and β1 > α = 1 in the

second, Log r > log(e− 1) for all r > 0 in the third and (5.12) in the last, we obtain

qB(0,ε)c(t, x, w)

q̃(t, x, w)
≤ c1((|x| − ε)+ ∧ ε)1/2 Log (|x|/ε)

ε1/2Log (t/ε)

≤ c1(Log |x|+ Log (Logn t/((Log |x|) ∧ (Logn t)) + Log a0)

Log t

≤ c1(Log a0)(Log |x|+ Log (Logn t/(log(e− 1))))

(log(e− 1)) Log t
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≤ c2(Log a0)(Log |x|+ Logn+1 t)

Log t
. (6.10)

We deal with the cases |y| ≤ 2t and |y| > 2t separately.

Case 1: |y| ≤ 2t. By (6.8), (1.6) (with ψ(1) = 1) and (5.12), we get that for all w ∈ R1
0,

sup
s∈(t/2,t], z∈B(0,ε)\{0}

pκ(s, z, w) ≤ sup
s∈(t/2,t]

a0ψ(ε)Log
n s

sLog s
≤ c3a0ε

β1Logn t

tLog t
≤ c3Log |x|

tLog t
.

Combining this with (6.10) and applying Lemma 8.1, since Log a0 ≥ Log 1 = 1 and t ≥ 1, we
deduce that

pκ(t, x, y) ≤ c2(Log a0)(Log |x|+ Logn+1 t)

Log t
+

2c3Log |x|
tLog t

≤ (c2 + 2c3)(Log a0)(Log |x|+ Logn+1 t)

Log t
.

Case 2: |y| > 2t. By the strong Markov property, we see that for a.e. w ∈ B(0, 2t)c,

pκ(t, x, w) ≤ pκ,B(0,ε)c(t, x, w) + Ex[pκ(t− τκB(0,ε)c , X
κ
τκ
B(0,ε)c

, w) : τκB(0,ε)c < t] =: I1 + I2.

For all w ∈ B(0, 2t)c, we have |w − x| ≥ |w|/2 so that q̃(t, x, w) ≤ t|x−w|−2 ≤ 4t|w|−2. Hence, by
(6.10), we obtain

I1 ≤ qB(0,ε)c(t, x, w) ≤ 4c2(Log a0)t(Log |x|+ Logn+1 t)

|w|2Log t
. (6.11)

For I2, we note that

I2 ≤ sup
s∈(0,t], z∈B(0,ε)\{0}

pκ(s, z, w). (6.12)

For all s ∈ (0, 1] and z ∈ B(0, ε) \ {0}, since |w| > 2t ≥ 2, we get from (1.1) that

pκ(s, z, w) ≤ q(s, z, w) ≤ c4q̃(s, z, w) ≤
c4s

|w − z|2
≤ 4c4

|w|2
≤ 4c4t

|w|2Log t
, (6.13)

where we used (5.11) in the last inequality. Besides, for all s ∈ (1, t] and z ∈ B(0, ε) \ {0}, using
(6.8) and (1.6), we see that

pκ(s, z, w) ≤ a0q̃(s, 0, w)ψ(|z|) Logn t
Log t

≤ a0Λε
β1tLogn t

|w|2Log t
≤ ΛtLog |x|

|w|2Log t
. (6.14)

By (6.12), (6.13) and (6.14), we deduce that

I2 ≤
4Λc4tLog |x|
|w|2Log t

.
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Combining this with (6.11), we obtain

pκ(t, x, w) ≤ c5(Log a0)t(Log |x|+ Logn+1 t)

|w|2Log t
for a.e. w ∈ B(0, 2t)c,

where c5 := 4c2 + 4Λc4. By the lower semi-continuity of pκ, it follows that

pκ(t, x, y) ≤ lim inf
δ→0

 
B(y,δ)

pκ(t, x, w)dw

≤ c5(Log a0)t(Log |x|+ Logn+1 t)

|y|2Log t
=
c5(Log a0)q̃(t, 0, y)(Log |x|+ Logn+1 t)

Log t
.

Combining Case 1 and Case 2, we conclude that (6.9) holds with C1 := c2 + 2c3 + c5. 2

Lemma 6.5. Suppose that d = 1 = α. Let n ∈ N. If there exists b0 ≥ 1 such that

pκ(t, x, y)

q̃(t, 0, y)
≤ b0(Log |x|+ Logn t)

Log t
, for all t ≥ 1 and x, y ∈ R1

0 with |x| ≤ t, (6.15)

then there exists C = C(β1, β2,Λ) ≥ 1 such that

pκ(t, z, y)

q̃(t, 0, y)
≤ C2b0ψ(|z|) Logn t

Log t
, for all t ≥ 1 and z, y ∈ R1

0 with |z| ≤ 1. (6.16)

Proof. Let t ≥ 1 and z, y ∈ R1
0 with |z| ≤ 1. If t ≤ 10, then by Corollary 4.3 and (2.3), we get

pκ(t, z, y) ≤ c1ψ(|z|)q̃(t, z, y) ≤ c2ψ(|z|)q̃(t, 0, y) ≤
(c2Log 10)b0ψ(|z|)q̃(t, 0, y)Logn t

Log t
.

Hence, by taking C2 larger than c2Log 10, (6.16) holds in this case.
Suppose that t > 10. By (5.10) and (5.11), we see that 1 ≤ Lognt ≤ Logn−1(t/4) ≤ t/4. By the

semigroup property,

pκ(t, z, y) =

(ˆ
B(0,Logn t)

+

ˆ
B(0,t/2)\B(0,Logn t)

+

ˆ
B(0,t/2)c

)
pκ(Logn t, z, w) pκ(t− Logn t, w, y)dw

=: I1 + I2 + I3.

Since t/2 ≤ t−Logn t < t, we have q̃(t−Logn t, 0, y) ≤ c3q̃(t, 0, y) and by (5.12), Log(t−Logn t) ≥
c4Log t. Thus, we get from (6.15) that for all w ∈ B(0, t/2),

pκ(t− Logn t, w, y) ≤ c3b0q̃(t, 0, y)(Log |w|+ Logn t)

c4Log t
. (6.17)

By Corollary 4.3, we have for all w ∈ B(0,Logn t),

pκ(Logn t, z, w) ≤ c5ψ(|z|)
Logn t

.
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Using this and (6.17), we obtain

I1 ≤
c6b0ψ(|z|)q̃(t, 0, y)

Log t · Logn t

ˆ
B(0,Logn t)

(Log |w|+ Logn t)dw

≤ c6b0ψ(|z|)q̃(t, 0, y)(Log n+1t+ Logn t)

Log t
≤ 2c6b0ψ(|z|)q̃(t, 0, y)Logn t

Log t
,

where we used (5.11) in the last inequality. For I2, using Corollary 4.3 and (2.3), since |z| ≤ 1 ≤
Logn t, we see that for all w ∈ B(0, t/2) \B(0,Lognt),

pκ(Logn t, z, w) ≤ c7ψ(|z|)q̃(Logn t, 0, w) ≤
c7ψ(|z|)Logn t

|w|2
.

Thus, using (6.17) and (5.12) (with ε = 1/2), we obtain

I2 ≤
c8b0ψ(|z|)q̃(t, 0, y)

Log t

ˆ
B(0,t/2)\B(0,Logn t)

(Log |w|+ Logn t)Logn t

|w|2
dw

≤ c9b0ψ(|z|)q̃(t, 0, y)(Log n+1t+ Logn t)

Log t · (Logn t)1/2

ˆ
B(0,t/2)\B(0,Logn t)

Logn t

|w|3/2
dw

≤ c10b0ψ(|z|)q̃(t, 0, y)Logn t
Log t

.

For I3, we note that for all w ∈ B(0, t/2)c, by Corollary 4.3 and (2.3),

pκ(Logn t, z, w) ≤ c11ψ(|z|)q̃(Logn t, 0, w) ≤
c11ψ(|z|)Logn t

|w|2

and by (1.1), since t− Logn t ∈ [t/2, t],

pκ(t− Logn t, w, y) ≤ c12q̃(t− Logn t, w, y) ≤ c13q̃(t, w, y) = c13q̃(t, y, w).

Hence, by (2.1), if |y| ≤ t, then

I3 ≤ c14ψ(|z|)Logn t
ˆ
B(0,t/2)c

q̃(t, y, w)

|w|2
dw

≤ c14ψ(|z|)Logn t
(t/2)2

ˆ
B(0,t/2)c

q̃(t, y, w)dw ≤ c15ψ(|z|)Logn t
t2

and if |y| > t, then

I3 ≤ c14ψ(|z|)Logn t
ˆ
B(0,t/2)c

q̃(t, y, w)

|w|2
dw

≤ c14ψ(|z|)tLogn t
(|y|/2)2

ˆ
B(0,|y|/2)\B(0,t/2)

dw

|w|2
+
c14ψ(|z|)Logn t

(|y|/2)2

ˆ
B(0,|y|/2)c

q̃(t, y, w)dw

≤ c16ψ(|z|)Logn t
|y|2

.
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Therefore, in both cases, using (5.11), we get

I3 ≤
(c15 ∨ c16)ψ(|z|)q̃(t, 0, y)Logn t

t
≤ (c15 ∨ c16)b0ψ(|z|)q̃(t, 0, y)Logn t

Log t
.

The proof is complete. 2

Lemma 6.6. Suppose that d = 1 = α. Then there exists C = C(β1, β2,Λ) ≥ 1 such that for all
t ≥ 1 and x, y ∈ R1

0,

pκ(t, x, y)

q̃(t, x, y)
≤ C

(
1 ∧ ψ(|x|) ∧ Log |x|

Log t

)
. (6.18)

Proof. By Corollary 4.3 and (2.3), there exists c1 = c1(β1, β2,Λ) ≥ 1 such that for all s ≥ 1 and
z, w ∈ R1

0 with |z| ≤ 1,

pκ(s, z, w) ≤ c1ψ(|z|)q̃(s, 0, w).

Hence, (6.8) holds with a0 = c1 and n = 1. Applying Lemma 6.4, we get that for all s ≥ 1 and
v, w ∈ R1

0 with |v| ≤ s,

pκ(s, v, w)

q̃(s, 0, w)
≤ C1(Log c1)(Log |v|+ Log2s)

Log s
.

Then using Lemma 6.5, we see that for all s ≥ 1 and z, w ∈ R1
0 with |z| ≤ 1,

pκ(s, z, w)

q̃(s, 0, w)
≤ C1C2(Log c1)ψ(|z|)Log2s

Log s

Iterating this procedure, we deduce that the following inequalities hold for all n ≥ 1 and s ≥ 1:

pκ(s, z, w)

q̃(s, 0, w)
≤ anψ(|z|)Logn+1s

Log s
for all z, w ∈ R1

0 with |z| ≤ 1 (6.19)

and

pκ(s, v, w)

q̃(s, 0, w)
≤ bn(Log |v|+ Logn+1s)

Log s
for all v, w ∈ R1

0 with |v| ≤ s, (6.20)

where the sequences (an)n≥1 and (bn)n≥1 are defined by b1 := C1(log c1),

an := C2bn and bn+1 := C1(Log an) = C1(Log (C2bn)), n ≥ 1.

By (5.12) (with ε = 1/2), we have for all r ≥ 1,

C1(Log (C2r)) ≤ c2C1(C2r)
1/2 = c3r

1/2,

where c3 := c2C1C
1/2
2 ≥ 1. Hence, for all n ≥ 1, if bn ≥ 4c23, then bn+1 ≤ c3b

1/2
n ≤ bn/2. It follows

that lim supn→∞ bn ≤ 4c23. Taking lim supn→∞ in (6.19) and (6.20), since limn→∞ Logn+1s = 1 for
all s ≥ 1 and Log r ≥ log(e− 1) for all r > 0, we conclude that for all s ≥ 1,

pκ(s, z, w)

q̃(s, 0, w)
≤ 4C2c

2
3ψ(|z|)

Log s
for all z, w ∈ R1

0 with |z| ≤ 1 (6.21)
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and

pκ(s, v, w)

q̃(s, 0, w)
≤ 4c23(1 + (log(e− 1))−1)(Log |v|)

Log s
for all v, w ∈ R1

0 with |v| ≤ s. (6.22)

Now, we prove (6.18). Let t ≥ 1 and x, y ∈ R1
0. If |x| ≤ 1, then using (6.21) and (2.3), we get

that

pκ(t, x, y) ≤ 4C2c
2
3ψ(|x|)q̃(t, 0, y)

Log t
≤ c4ψ(|x|)q̃(t, x, y)

Log t
.

By (1.6) and (5.12), we have ψ(|x|) ≤ Λ|x|β1 ≤ c5Log |x| ≤ c5Log t. Thus, (6.18) holds when
|x| ≤ 1. If 1 < |x| ≤ t, then using (6.22) and (2.3), we get that

pκ(t, x, y) ≤ c6(Log |x|)q̃(t, 0, y)
Log t

≤ c7(Log |x|)q̃(t, x, y)
Log t

.

In this case, by (5.12) and (1.6), we have

Log |x| ≤ c8|x|β1 ≤ c8Λψ(|x|) and Log |x| ≤ Log t.

Thus, (6.18) holds. If |x| ≥ t, then by (1.6) and (5.12) (with ε = β1),

ψ(|x|) ∧ Log |x| ≥ ψ(t) ∧ Log t ≥ Λtβ1 ∧ Log t ≥ c9Log t.

Hence, since pκ(t, x, y) ≤ q(t, x, y) ≤ c10q̃(t, x, y) by (1.1), we conclude that (6.18) holds. 2

Proof of Theorem 6.1 (Upper estimates). When d > α, the upper bound follows from
Corollary 4.3. When d = 1 < α, using the semigroup property and symmetry of pκ in the first line
below, Lemma 6.3 in the second and (2.2) in the third, we get that for all t ≥ 2 and x, y ∈ R1

0,

pκ(t, x, y) =

ˆ
R1
0

pκ(t/2, x, z)pκ(t/2, y, z)dz

≤ c1

(
1 ∧ ψ(|x|) ∧ |x|α−1

(t/2)(α−1)/α

)(
1 ∧ ψ(|y|) ∧ |y|α−1

(t/2)(α−1)/α

) ˆ
R1
0

q̃(t/2, x, z)q̃(t/2, y, z)dz

≤ c2

(
1 ∧ ψ(|x|) ∧ |x|α−1

t(α−1)/α

)(
1 ∧ ψ(|y|) ∧ |y|α−1

t(α−1)/α

)
q̃(t, x, y).

When d = α = 1, using the semigroup property and symmetry of pκ in the first line below, Lemma
6.6 in the second, and (5.12) and (2.2) in the third, we deduce that for all t ≥ 2 and x, y ∈ R1

0,

pκ(t, x, y) =

ˆ
R1
0

pκ(t/2, x, z)pκ(t/2, y, z)dz

≤ c3

(
1 ∧ ψ(|x|) ∧ Log |x|

Log (t/2)

)(
1 ∧ ψ(|y|) ∧ Log |y|

Log (t/2)

)ˆ
R1
0

q̃(t/2, x, z)q̃(t/2, y, z)dz

≤ c4

(
1 ∧ ψ(|x|) ∧ Log |x|

Log t

)(
1 ∧ ψ(|y|) ∧ Log |y|

Log t

)
q̃(t, x, y).

The proof of the theorem is complete. 2
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7 Green function estimates

Define

Gκ(x, y) :=

ˆ ∞

0
pκ(t, x, y)dt, x, y ∈ Rd0.

The goal of this section is to prove the following two-sided Green function estimates.

Theorem 7.1. Suppose that κ ∈ Kα(ψ,Λ). Then there exist comparison constants depending only
on d, α, β1, β2 and Λ such that the following estimates hold for all x, y ∈ Rd0:
(i) If d > α, then

Gκ(x, y) ≍
(
1 ∧ ψ(|x|) ∧ 1

(|x− y| ∧ 1)α

)(
1 ∧ ψ(|y|) ∧ 1

(|x− y| ∧ 1)α

)
1

|x− y|d−α
. (7.1)

(ii) If d = 1 < α, then

Gκ(x, y) ≍
(
1 ∧ ψ(|x|) ∧ 1

(|x− y| ∧ 1)α

)(
1 ∧ ψ(|y|) ∧ 1

(|x− y| ∧ 1)α

)(
1 ∧ |x| ∨ 1

|x− y| ∨ 1

)α−1(
1 ∧ |y| ∨ 1

|x− y| ∨ 1

)α−1

×
(
(ψ(|x|) ∧ |x|α) ∨ |x− y|α

)(α−1)/(2α)(
(ψ(|y|) ∧ |y|α) ∨ |x− y|α

)(α−1)/(2α)
. (7.2)

(iii) If d = 1 = α, then

Gκ(x, y) ≍
(
1 ∧ ψ(|x|) ∧ 1

|x− y| ∧ 1

)(
1 ∧ ψ(|y|) ∧ 1

|x− y| ∧ 1

)(
1 ∧ Log |x|

Log |x− y|

)1/2(
1 ∧ Log |y|

Log |x− y|

)1/2

×
[
Log

(
ψ(|x|) ∧ |x|
|x− y| ∧ 1

)
Log

(
ψ(|y|) ∧ |y|
|x− y| ∧ 1

)]1/2
. (7.3)

The following lemma will be used in the proof of Theorem 7.1.

Lemma 7.2. Suppose that κ ∈ Kα(ψ,Λ). Then there exist comparison constants depending only on
d, α, β1, β2 and Λ such that the following estimates hold for all x, y ∈ Rd0 with |x−y|∨ψ(|x|∧|y|) ≤ 1:

(i) If |x− y|α > ψ(|x| ∧ |y|), then

Gκ(x, y) ≍ ψ(|x|)ψ(|y|)
|x− y|d+α

.

(ii) If |x− y|α ≤ ψ(|x| ∧ |y|), then

Gκ(x, y) ≍
ˆ 2ψ(|x|∧|y|)

|x−y|α
t−d/αdt ≍


|x− y|−d+α if d > α,

ψ(|x| ∧ |y|)(α−1)/α if d = 1 < α,

Log
(
ψ(|x| ∧ |y|)/|x− y|

)
if d = 1 = α.

(7.4)

Proof. Let x, y ∈ Rd0 be such that |x− y| ∨ψ(|x| ∧ |y|) ≤ 1. Without loss of generality, we assume
that |x| ≤ |y|.
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(i) Suppose that |x− y|α > ψ(|x|). By (1.6), since β1 > α, we have

ψ(|y|) ≤ ψ(|x|+ |x− y|) ≤ ψ(2|x|) ∨ ψ(2|x− y|)
≤ 2β2Λ(ψ(|x|) ∨ ψ(|x− y|)) ≤ 2β2Λ(ψ(|x|) ∨ (Λ|x− y|β1)) ≤ 2β2Λ2|x− y|α. (7.5)

Applying Theorem 4.1 with T = 2β2+1Λ2, we get

Gκ(x, y) ≥ c1

ˆ 2ψ(|y|)

ψ(|y|)

(
1 ∧ ψ(|x|)

t

)(
1 ∧ ψ(|y|)

t

)
e−λ2t/ψ(|y|)t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
dt

≥ c2ψ(|x|)ψ(|y|)
ˆ 2ψ(|y|)

ψ(|y|)
t−2−d/α

(
t1/α

|x− y|

)d+α
dt

=
c2ψ(|x|)ψ(|y|)
|x− y|d+α

ˆ 2ψ(|y|)

ψ(|y|)

dt

t
=

(log 2)c2ψ(|x|)ψ(|y|)
|x− y|d+α

.

On the other hand, by using Theorems 4.1 and 6.1, we have

Gκ(x, y) ≤ c3

ˆ ψ(|x|)

0

(
t

|x− y|d+α
+

t2

|x− y|d+2α

)
dt

+ c3ψ(|x|)
ˆ ψ(|y|)

ψ(|x|)

(
1

|x− y|d+α
+

t

|x− y|d+2α

)
dt

+ c3ψ(|x|)ψ(|y|)
ˆ 2β2Λ2|x−y|α

ψ(|y|)

(
e−λ1t/ψ(|y|)

t|x− y|d+α
+

1

|x− y|d+2α

)
dt

+ c3ψ(|x|)ψ(|y|)
ˆ 2β2Λ2

2β2Λ2|x−y|α

(
e−λ1t/ψ(|y|)

t2+d/α
+

1

ψ−1(t)d+2α

)
dt

+ c3ψ(|x|)ψ(|y|)
ˆ ∞

2β2Λ2

dt

td/α

=: c3(I1 + I2 + I3 + I4 + I5).

Since ψ(|x|) < |x− y|α and |x| ≤ |y|, we have

I1 ≤
ψ(|x|)2

2|x− y|d+α
+

ψ(|x|)3

3|x− y|d+2α
≤ 5ψ(|x|)2

6|x− y|d+α
≤ 5ψ(|x|)ψ(|y|)

6|x− y|d+α
.

For I2, using (7.5), we obtain

I2 ≤
ψ(|x|)ψ(|y|)
|x− y|d+α

+
ψ(|x|)ψ(|y|)2

2|x− y|d+2α
≤ (2β2Λ2 + 1)ψ(|x|)ψ(|y|)

|x− y|d+α
.

For I3, using the inequality e−r ≤ 1/r for r > 0, we see that

I3 ≤
ψ(|x|)ψ(|y|)2

λ1|x− y|d+α

ˆ ∞

ψ(|y|)

dt

t2
+
ψ(|x|)ψ(|y|)
|x− y|d+α

=
(λ−1

1 + 1)ψ(|x|)ψ(|y|)
|x− y|d+α

.
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For I4, using (4.10), we get

I4 ≤ ψ(|x|)ψ(|y|)
ˆ 2β2Λ2

2β2Λ2|x−y|α

(
1

t2+d/α
+

c4

t2+d/α

)
dt ≤ c5ψ(|x|)ψ(|y|)

|x− y|d+α
.

For I5, since |x− y| ≤ 1, we have

I5 ≤ c6ψ(|x|)ψ(|y|) ≤
c6ψ(|x|)ψ(|y|)
|x− y|d+α

.

The proof of (i) is complete.

(ii) The second comparison in (7.4) is straightforward. We now prove the first comparison.
Applying Theorem 4.1 with T = 2, we get

Gκ(x, y) ≥ c1

ˆ 2ψ(|x|)

|x−y|α

(
1 ∧ ψ(|x|)

t

)(
1 ∧ ψ(|y|)

t

)
e−λ2t/ψ(|y|)t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
dt

≥ 2−2c1e
−2λ2

ˆ 2ψ(|x|)

|x−y|α
t−d/αdt.

On the other hand, using Corollary 4.3 and Theorem 6.1, we see that

Gκ(x, y) ≤ c2

ˆ |x−y|α

0

t

|x− y|d+α
dt+ c2

ˆ 2ψ(|x|)

|x−y|α

dt

td/α
+ c2ψ(|x|)

ˆ 2

2ψ(|x|)

dt

t1+d/α

+ c21{d=1<α}ψ(|x|)ψ(|y|)
ˆ ∞

2

dt

t1+(α−1)/α
+ c21{d=1=α}ψ(|x|)ψ(|y|)

ˆ ∞

2

dt

t(Log t)2

=: c2(I1 + I2 + I3 + 1{d=1<α}I4 + 1{d=1=α}I5).

Observe that

I2 ≥
ˆ 2|x−y|α

|x−y|α

dt

td/α
≥ 1

2d/α|x− y|d−α

and

I2 ≥
ˆ 2ψ(|x|)

ψ(|x|)

dt

td/α
≥ 1

2d/αψ(|x|)d/α−1
. (7.6)

Hence,

I1 = 2−1|x− y|α−d ≤ 2d/α−1I2 and I3 ≤ (α/d)ψ(|x|)1−d/α ≤ 2d/α(α/d)I2.

By using (1.6) and the fact that ψ(r) ≤ Λrβ1 ≤ Λrα for all r ∈ (0, 1], we have

ψ(|x|) ≤ ψ(|y|) ≤ 2β2Λ(ψ(|x|) ∨ ψ(|x− y|)) ≤ 2β2Λ(ψ(|x|) ∨ (Λ|x− y|α)) ≤ 2β2Λ2ψ(|x|). (7.7)

When d = 1 < α, using (7.7) and (7.6), since ψ(|x|) ≤ 1, we get that

I4 = c3ψ(|x|)ψ(|y|) ≤ 2β2Λ2c3ψ(|x|)2 ≤ 2β2Λ2c3ψ(|x|)1−1/α ≤ c4I2.
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Similarly, when d = 1 = α, using (7.7), (7.6) and ψ(|x|) ≤ 1, we obtain

I5 = c5ψ(|x|)ψ(|y|) ≤ 2β2Λ2c5ψ(|x|)2 ≤ 2β2Λ2c5 ≤ c6I2.

The proof is complete. 2

Proof of Theorem 7.1. Let x, y ∈ Rd0. Without loss of generality, we assume that |x| ≤ |y|.
(i) Suppose that d > α. By (1.1) and (5.4), we have

Gκ(x, y) ≤
ˆ ∞

0
q(t, x, y)dt ≤ c1

ˆ ∞

0
q̃(t, x, y)dt =

c2
|x− y|d−α

. (7.8)

We deal with four cases separately.

Case 1: |x − y| ∨ ψ(|x|) ≤ 1. By (7.5), we have ψ(|y|) ≤ 2β2Λ2|x − y|α ≤ 2β2Λ2 in this case.
Moreover, by Lemma 7.2, it holds that

Gκ(x, y) ≍
(
1 ∧ ψ(|x|)

|x− y|α

)(
1 ∧ ψ(|y|)

|x− y|α

)
1

|x− y|d−α
.

Hence, (7.1) holds true.

Case 2: |x− y| ≤ 1 < ψ(|x|). Applying Theorem 4.1 (with T = 2), we get

Gκ(x, y) ≥ c1

ˆ 2|x−y|α

|x−y|α

(
1 ∧ ψ(|x|)

t

)(
1 ∧ ψ(|y|)

t

)
e−λ2t/ψ(|y|)t−d/α

(
1 ∧ t1/α

|x− y|

)d+α
dt

≥ 2−2c1e
−2λ2

ˆ 2|x−y|α

|x−y|α
t−d/αdt =

c2
|x− y|d−α

.

Combining this with (7.8), we get (7.1).

Case 3: |x− y| > 1 and |x| ≥ 1/2. By Theorem 6.1,

Gκ(x, y) ≥ c3(1 ∧ ψ(1/2))2
ˆ 3|x−y|α

2|x−y|α

t

|x− y|d+α
dt =

c4
|x− y|d−α

.

Combining this with (7.8), we get (7.1).

Case 4: |x − y| > 1 and |x| < 1/2. In this case, we have |y| ≥ |y − x| − |x| > 1/2. Applying
Theorem 6.1, we get that

Gκ(x, y) ≥ c5(1 ∧ ψ(|x|))(1 ∧ ψ(1/2))
ˆ 3|x−y|α

2|x−y|α

t

|x− y|d+α
dt ≥ c6ψ(|x|)

|x− y|d−α
.

On the other hand, by Corollary 4.3, Theorem 6.1 and (5.4), since |x− y| > 1, we have

Gκ(x, y) ≤ c7

ˆ 2

0

ψ(|x|)
|x− y|d+α

dt+ c7ψ(|x|)
ˆ ∞

2
q̃(t, x, y)dt

≤ 2c7ψ(|x|)
|x− y|d+α

+
c8ψ(|x|)
|x− y|d−α

≤ (2c7 + c7)ψ(|x|)
|x− y|d−α

.
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The proof of (i) is complete.

(ii) Suppose that d = 1 < α. We deal with five cases separately.

Case 1: ψ(|x|) < |x− y|α ≤ 1. Using (6.3) and (7.5), we see that the right-hand side of (7.2) is
comparable to(

ψ(|x|)
|x− y|α

)(
ψ(|y|)
|x− y|α

)
(|x− y|α)(α−1)/(2α)(|x− y|α)(α−1)/(2α) =

ψ(|x|)ψ(|y|)
|x− y|1+α

.

By Lemma 7.2(i), (7.2) holds true.

Case 2: |x− y|α ≤ ψ(|x|) ≤ 1. By using (6.3) and (7.7), we see that the right-hand side of (7.2)
is comparable to ψ(|x|)(α−1)/(2α)ψ(|y|)(α−1)/(2α) ≍ ψ(|x|)(α−1)/α. By Lemma 7.2(ii), we get (7.2).

Case 3: |x− y| ≤ 1 ≤ |x|. Note that |x| ≤ |y| ≤ |x|+ |x− y| ≤ 2|x|. Hence, using (6.3), we see
that the right-hand side of (7.2) is comparable to (|x|α)(α−1)/(2α)(|y|α)(α−1)/(2α) ≍ |x|α−1 in this
case. For the lower bound, using Theorem 6.1 and (6.3), we obtain

Gκ(x, y) ≥ c1

ˆ 3|x|α

2|x|α

(
1 ∧ |x|α−1

t(α−1)/α

)2 dt

t1/α
≥ c2

ˆ 3|x|α

2|x|α

dt

t1/α
= c3|x|α−1.

For the upper bound, using Corollary 4.3, Theorem 6.1 and the inequality |x| ≤ |y| ≤ 2|x|, we get
that

Gκ(x, y) ≤ c4

ˆ |x−y|α

0

t

|x− y|1+α
dt+ c4

ˆ 2|x|α

|x−y|α

dt

t1/α
+ c4|x|α−1

ˆ 2|y|α

2|x|α

dt

t

+ c4|x|α−1|y|α−1

ˆ ∞

2|y|α

dt

t1+(α−1)/α

≤ c5
(
|x− y|α−1 + |x|α−1 + |x|α−1 log(|y|α/|x|α) + |x|α−1

)
≤ (3 + log 2α)c5|x|α−1.

Case 4: |x− y| > 1 and 1/2 ≤ |x| < |x− y|. Using (6.3), we see that the right-hand side of (7.2)
is comparable to(

|x|
|x− y|

)α−1( |y|
|x− y|

)α−1 (
|x− y|α

)(α−1)/(2α)(|x− y|α
)(α−1)/(2α)

=
|x|α−1|y|α−1

|x− y|α−1
.

By Theorem 6.1, we have

Gκ(x, y) ≥ c6

ˆ 3|x−y|α

2|x−y|α

(
1 ∧ |x|α−1

t(α−1)/α

)(
1 ∧ |y|α−1

t(α−1)/α

)
t−1/α

(
1 ∧ t1/α

|x− y|

)1+α

dt

≥ c7|x|α−1|y|α−1

ˆ 3|x−y|α

2|x−y|α

1

t1−2/α|x− y|1+α
dt =

c8|x|α−1|y|α−1

|x− y|α−1
.

For the upper bound, by Corollary 4.3 and Theorem 6.1, since |x| ≤ |y| ≤ |x|+ |x− y| < 2|x− y|,
we have

Gκ(x, y) ≤ c9

ˆ 8|x|α

0

t

|x− y|1+α
dt+ c9|x|α−1

ˆ 8|y|α

8|x|α

t1/α

|x− y|1+α
dt
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+ c9|x|α−1|y|α−1

ˆ 8|x−y|α

8|y|α

t−1+2/α

|x− y|1+α
dt+ c9|x|α−1|y|α−1

ˆ ∞

8|x−y|α

dt

t1+(α−1)/α

≤ c10

(
|x|2α

|x− y|α+1
+

|x|α−1|y|α+1

|x− y|α+1
+

|x|α−1|y|α−1

|x− y|α−1
+

|x|α−1|y|α−1

|x− y|α−1

)
≤ c11|x|α−1|y|α−1

|x− y|α−1
.

Case 5: |x − y| > 1 and |x| < 1/2. In this case, we have |y| ≤ |x| + |x − y| ≤ (3/2)|x − y|
and |y| ≥ |x − y| − |x| ≥ (1/2)|x − y|. In particular, |y| > 1/2 so that ψ(|y|) ∧ |y|α ≍ |y|α and
ψ(|y|) ∧ |y|α−1 ≍ |y|α−1 by (6.3). Therefore, the right-hand side of (7.2) is comparable to

ψ(|x|)|x− y|1−α(|x− y|α)(α−1)/(2α)(|x− y|α)(α−1)/(2α) = ψ(|x|).

Applying Theorem 6.1, and using (6.3) and |y| ≍ |x− y|, we get that

Gκ(x, y) ≥ c12

ˆ 3|x−y|α

2|x−y|α

(
1 ∧ ψ(|x|)

t(α−1)/α

)(
1 ∧ |y|α−1

t(α−1)/α

)
t−1/α

(
1 ∧ t1/α

|x− y|

)1+α

dt

≥ c13ψ(|x|)
ˆ 3|x−y|α

2|x−y|α
t−1dt = (log(3/2))c13ψ(|x|).

On the other hand, using Corollary 4.3 and Theorem 6.1, since |y| ≍ |x− y| > 1, we obtain

Gκ(x, y) ≤ c14ψ(|x|)
ˆ 2|x−y|α

0

1

|x− y|1+α
dt+ c14ψ(|x|)|y|α−1

ˆ ∞

2|x−y|α

1

t1+(α−1)/α
dt

≤ c15
(
ψ(|x|)|x− y|−1 + ψ(|x|)|y|α−1|x− y|−α+1

)
≤ c16ψ(|x|).

The proof of (ii) is complete.

(iii) Suppose that d = 1 = α. We deal with five cases separately.

Case 1: ψ(|x|) < |x − y| ≤ 1. Note that |x| ≤ ψ−1(1) = 1 and |y| ≤ |x| + |x − y| ≤ 2 in this
case. Using (6.3), (7.5) and the fact that Log r ≍ 1 for r ∈ (0, 2], we see that the right-hand side of
(7.3) is comparable to ψ(|x|)ψ(|y|)|x− y|−2 in this case. Hence, by Lemma 7.2(i), (7.3) holds.

Case 2: |x− y| ≤ ψ(|x|) ≤ 1. We have |x| ≤ 1 and |y| ≤ |x|+ |x− y| ≤ 2. By (6.3), (7.7), (5.12)
and the fact that Log r ≍ 1 for r ∈ (0, 2], the right-hand side of (7.3) is comparable to[

Log

(
ψ(|x|)
|x− y|

)
Log

(
ψ(|y|)
|x− y|

)]1/2
≍ Log

(
ψ(|x|)
|x− y|

)
in this case. Hence, (7.3) follows from Lemma 7.2(ii).

Case 3: |x− y| ∨ 1 ≤ |x|. We have |x| ≤ |y| ≤ 2|x|. Using this, (6.3) and (5.12), we see that the
right-hand side of (7.3) is comparable to[

Log

(
|x|

|x− y| ∧ 1

)
Log

(
|y|

|x− y| ∧ 1

)]1/2
≍ Log

(
|x|

|x− y| ∧ 1

)
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in this case. For the lower bound, by using Theorems 4.1 and 6.1, ψ(r) ∧ Log r ≍ Log r for r ≥ 1
and (5.9), since |y| ≥ |x| ≥ 1, we have

Gκ(x, y)

≥ c11{|x−y|≤1}

ˆ 2

|x−y|

(
1 ∧ |x|

t

)(
1 ∧ |y|

t

)
e−λ2t/|y|t−1

(
1 ∧ t

|x− y|

)2

dt+ c1(Log |x|)2
ˆ ∞

2|x|

dt

t(Log t)2

≥ c21{|x−y|≤1}

ˆ 2

|x−y|
t−1dt+ c2(Log |x|)2

ˆ ∞

2|x|

dt

t(log t)2

= c21{|x−y|≤1} log

(
2

|x− y|

)
+
c2(Log |x|)2

log(2|x|)

≥ c31{|x−y|≤1}Log

(
1

|x− y|

)
+ c3Log|x| ≥ c3Log

(
|x|

|x− y| ∧ 1

)
.

For the upper bound, using Corollary 4.3, Theorem 6.1, |x| ≍ |y| and (5.12), we see that

Gκ(x, y)

≤ c4

ˆ |x−y|

0

t

|x− y|2
dt+ c4

ˆ 2|x|

|x−y|

dt

t
+ c4Log |x|

ˆ 2|y|

2|x|

dt

t
+ c4(Log |x|)(Log |y|)

ˆ ∞

2|y|

dt

t(Log t)2

≤ c5

(
1 + Log

(
|x|

|x− y|

)
+ (log 2)Log |x|+ Log |x|

)
≤ c6Log

(
|x|

|x− y| ∧ 1

)
.

Case 4: |x − y| > 1 and 1/2 ≤ |x| < |x − y|. We see that the right-hand side of (7.3) is
comparable to(

Log |x|
Log |x− y|

)1/2( Log |y|
Log |x− y|

)1/2

[(Log |x|)(Log |y|)]1/2 = (Log |x|)(Log |y|)
Log |x− y|

.

Since |y| ≤ |x|+ |x− y| < 2|x− y|, by Theorem 6.1, we have

Gκ(x, y) ≥ c7(Log |x|)(Log |y|)
ˆ ∞

2|x−y|

1

t(Log t)2
dt ≥ c8(Log |x|)(Log |y|)

Log |x− y|
.

For the upper bound, by using Corollary 4.3 and Theorem 6.1, we obtain

Gκ(x, y) ≤ c9

ˆ 4|x|

0

t

|x− y|2
dt+

c9(Log |x|)
|x− y|2

ˆ 4|y|

4|x|

t

Log t
dt

+
c9(Log |x|)(Log |y|)

|x− y|2

ˆ 4|x−y|

4|y|

t

(Log t)2
dt+ c9(Log |x|)(Log |y|)

ˆ ∞

4|x−y|

dt

t(Log t)2

≤ c10

(
|x|2

|x− y|2
+

(Log |x|)|y|2

|x− y|2Log |y|
+

(Log |x|)(Log |y|)
(Log |x− y|)2

+
(Log |x|)|y|2

|x− y|2Log |y|
+

(Log |x|)(Log |y|)
Log |x− y|

)
≤ c11(Log |x|)(Log |y|)

Log |x− y|
.
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Case 5: |x−y| > 1 and |x| < 1/2. In this case, we have (1/2)|x−y| ≤ |y| ≤ (3/2)|x−y|. Hence,
using (6.3), (5.12) and the fact that Log r ≍ 1 for r ∈ (0, 1], we see that the right-hand side of (7.3)
is comparable to

ψ(|x|)
(

Log |x|
Log |x− y|

)1/2

[(Logψ(|x|))(Log |y|)]1/2 ≍ ψ(|x|)(Log |y|)1/2

(Log |x− y|)1/2
≍ ψ(|x|).

By Theorem 6.1, since ψ(|x|) ∧ Log |x| ≍ ψ(|x|) and |y| ≍ |x− y| > 1, we get that

Gκ(x, y) ≥ c12

ˆ 3|x−y|

2|x−y|

(
1 ∧ ψ(|x|)

Log t

)(
1 ∧ Log |y|

Log t

)
t−1

(
1 ∧ t

|x− y|

)2

dt

≥ c13ψ(|x|)
ˆ 3|x−y|

2|x−y|
t−1dt = (log(3/2))c13ψ(|x|).

Besides, using Corollary 4.3, Theorem 6.1 and (5.12), since |x− y| > 1, we obtain

Gκ(x, y) ≤ c14ψ(|x|)
ˆ 1

0

1

|x− y|2
dt+ c14ψ(|x|)

ˆ 2|x−y|

1

t

|x− y|2(Log t)
dt

+ c14ψ(|x|)(Log |y|)
ˆ ∞

2|x−y|

1

t(Log t)2
dt

≤ c15ψ(|x|)
(
|x− y|−2 + (Log |x− y|)−1 + (Log |y|)/(Log |x− y|)

)
≤ c16ψ(|x|).

The proof is complete. 2

8 Appendix

In this appendix, we prove the following general result used in getting large time heat kernel upper
bound in the case d = 1 = α. We believe it is of independent interest.

Lemma 8.1. Let t > 0 and ε > 0. If there exists a non-negative continuous function Ft,ε on Rd0
such that

sup
s∈(t/2,t], z∈B(0,ε)\{0}

pκ(s, z, y) ≤ Ft,ε(y) for all y ∈ Rd0, (8.1)

then we have

pκ(t, x, y) ≤ pκ,B(0,ε)c(t, x, y) + Ft,ε(x) + Ft,ε(y) for all x, y ∈ Rd0.

Proof. Let x, y ∈ Rd0 and δ > 0. Using the strong Markov property, we see that for all w, u ∈ Rd0,ˆ
B(u,δ)

pκ(t/2, w, v)dv = Pw(Xκ
t/2 ∈ B(u, δ))

= Pw(X
κ,B(0,ε)c

t/2 ∈ B(u, δ)) + Pw(Xκ
t/2 ∈ B(u, δ), τκB(0,ε)c < t/2)
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= Pw(X
κ,B(0,ε)c

t/2 ∈ B(u, δ)) + Ew
[
PXκ

τκ
B(0,ε)c

(Xκ
t/2−τκ

B(0,ε)c
∈ B(u, δ)) : τκB(0,ε)c < t/2

]
≤
ˆ
B(u,δ)

pκ,B(0,ε)c(t/2, w, v)dv + sup
s∈(0,t/2], z∈B(0,ε)\{0}

ˆ
B(u,δ)

pκ(s, z, v)dv.

By the Lebesgue differentiation theorem, for a.e. (w, u) ∈ Rd0 × Rd0,

pκ(t/2, w, u) ≤ pκ,B(0,ε)c(t/2, w, u) + sup
s∈(0,t/2], z∈B(0,ε)\{0}

pκ(s, z, u). (8.2)

Using the semigroup property ofXκ in the equality below, (8.2) in the first inequality, the symmetry
of pκ and (8.2) in the second, the symmetry and the semigroup properties of pκ and pκ,B(0,ε)c in
the third, and (8.1) in the fourth, we obtain

 
B(y,δ)

pκ(t, x, v)dv =

ˆ
Rd0
pκ(t/2, x, u)

 
B(y,δ)

pκ(t/2, u, v)dvdu

≤
ˆ
Rd0
pκ,B(0,ε)c(t/2, x, u)

 
B(y,δ)

pκ(t/2, u, v)dvdu

+ sup
s∈(0,t/2], z∈B(0,ε)\{0}

ˆ
Rd0
pκ(s, z, u)

 
B(y,δ)

pκ(t/2, u, v)dvdu

≤
ˆ
Rd0
pκ,B(0,ε)c(t/2, x, u)

 
B(y,δ)

pκ,B(0,ε)c(t/2, v, u)dvdu

+ sup
s∈(0,t/2], z∈B(0,ε)\{0}

ˆ
Rd0
pκ,B(0,ε)c(t/2, x, u)

 
B(y,δ)

pκ(s, z, u)dvdu

+ sup
s∈(0,t/2], z∈B(0,ε)\{0}

ˆ
Rd0
pκ(s, z, u)

 
B(y,δ)

pκ(t/2, u, v)dvdu

≤
 
B(y,δ)

pκ,B(0,ε)c(t, x, v)dv

+ sup
s∈(0,t/2], z∈B(0,ε)\{0}

 
B(y,δ)

pκ(t/2 + s, z, x)dv

+ sup
s∈(0,t/2], z∈B(0,ε)\{0}

 
B(y,δ)

pκ(t/2 + s, z, v)dv

≤
 
B(y,δ)

pκ,B(0,ε)c(t, x, v)dv + Ft,ε(x)

 
B(y,δ)

dv +

 
B(y,δ)

Ft,ε(v)dv.

Since pκ(t, x, ·) is lower semi-continuous on Rd0, we have pκ(t, x, y) ≤ lim infδ→0

ffl
B(y,δ) p

κ(t, x, v)dv.

Therefore, by the continuities of pκ,B(0,ε)c(t, x, ·) and Ft,ε, we get the desired result. 2
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