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#### Abstract

In this paper, we study the asymptotic behavior of the number of rarely visited edges (i.e., edges that visited only once) of a simple symmetric random walk on $\mathbb{Z}$. Let $\alpha(n)$ be the number of rarely visited edges up to time $n$. First we evaluate $\mathbb{E}(\alpha(n))$, show that $n \rightarrow \mathbb{E}(\alpha(n))$ is non-decreasing in $n$ and that $\lim _{n \rightarrow+\infty} \mathbb{E}(\alpha(n))=2$. Then we study the asymptotic behavior of $\mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right)$ for any $a>0$ and use it to show that there exists a constant $C \in(0,+\infty)$ such that $\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}}=C$ almost surely.
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## 1 Introduction and the main results

Let $(\Omega, \mathscr{F}, \mathbb{P})$ be a probability space, $\left\{S_{n}\right\}_{n \geq 0}$ be a simple symmetric random walk on $\mathbb{Z}$ with $S_{0}=0$. Let $X_{n}:=S_{n}-S_{n-1}, n \geq 1$. Then $\left\{X_{n}, n \geq 1\right\}$ are i.i.d. with $\mathbb{P}\left(X_{1}=1\right)=\mathbb{P}\left(X_{1}=\right.$ $-1)=\frac{1}{2}$.

For $y \in \mathbb{Z}$, we use $\xi(y, n):=\#\left\{0 \leq k \leq n: S_{k}=y\right\}$ to denote the time spent at $y$ by $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$. Here and throughout this paper, $\# D$ denotes the cardinality of the set $D$. A site $x \in \mathbb{Z}$ is called a favorite (most visited) site of $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$ if

$$
\xi(x, n)=\max _{y \in \mathbb{Z}} \xi(y, n)
$$

[^0]For $y \in \mathbb{Z}$, we use $\langle y, y+1\rangle$ to denote the edge between the sites $y$ and $y+1$. The numbers of upcrossings and downcrossings of $y \in \mathbb{Z}$ by $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n \geq 1$ are defined by

$$
\begin{aligned}
L^{U}(y, n) & :=\#\left\{0<k \leq n: S_{k}=y, S_{k-1}=y-1\right\} \\
L^{D}(y, n) & :=\#\left\{0<k \leq n: S_{k}=y, S_{k-1}=y+1\right\}
\end{aligned}
$$

We set

$$
L(y, n):=L^{U}(y+1, n)+L^{D}(y, n)
$$

Then $L(y, n)$ is the number of times that $\left\{S_{m}\right\}_{m \geq 0}$ visits the edge $\langle y, y+1\rangle$ up to time $n$. An edge $\langle x, x+1\rangle$ is called a favorite edge of $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$ if

$$
L(x, n)=\sup _{y \in \mathbb{Z}} L(y, n) .
$$

The study of favorite sites of random walks was initiated by Erdös and Révész [5]. Since then, this topic has been intensively studied, see Bass [1], Bass and Griffin [2], Ding and Shen [3], Erdös and Révész [6, 7], Hao [8], Hao et al. [9, 10], Shi and Tóth [14], Toth [16], Toth and Werner [17] and the references therein.

A site $x \in \mathbb{Z}$ is called a rarely visited site of $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$ if $\xi(x, n)=1$. Compared to favorite sites, there are only a few papers on rarely visited sites, see Major [11], Newman [12] and Tóth [15]. Following Révész [13], we use $f_{1}(n)$ to denote the number of rarely visited sites up to time $n$, i.e.,

$$
f_{1}(n):=\#\{x \in \mathbb{Z}: \xi(x, n)=1\} .
$$

Newman [12] proved that $\mathbb{E}\left(f_{1}(n)\right)=2$, for all $n \geq 1$. Major [11] proved that there exists a constant $C \in(0, \infty)$ such that $\limsup _{n \rightarrow+\infty} \frac{f_{1}(n)}{(\log n)^{2}}=C$ almost surely.

An edge $\langle x, x+1\rangle$ is called a rarely visited edge of $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$ if $L(x, n)=1$. So far it seems that no one has studied rarely visited edges. The purpose of this paper is to study the asymptotic behavior of the number of rarely visited edges. Define

$$
\begin{equation*}
\mathcal{A}_{n}:=\{\langle x, x+1\rangle \mid L(x, n)=1\}, \quad \alpha(n):=\# \mathcal{A}_{n}, n \geq 1 . \tag{1.1}
\end{equation*}
$$

Then $\mathcal{A}_{n}$ is the collection of all the rarely visited edges of $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$, and $\alpha(n)$ is the number of rarely visited edges of $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$. The main results in our paper are as follows:

Theorem 1.1. (i) $\mathbb{E}(\alpha(1))=1$ and for all $n \geq 1$,

$$
\begin{cases}\mathbb{E}(\alpha(n+1))=\mathbb{E}(\alpha(n)), & \text { if } n \text { is odd, }  \tag{1.2}\\ \mathbb{E}(\alpha(n+1))=\mathbb{E}(\alpha(n))+2 \cdot \frac{(n-1)!!}{(n+2)!!}, & \text { if } n \text { is even. }\end{cases}
$$

(ii) $\lim _{n \rightarrow+\infty} \mathbb{E}(\alpha(n))=2$.

Theorem 1.2. For all $a>0$ and $\varepsilon>0$, there exists an $N_{0}=N_{0}(a, \varepsilon)$ such that for all $n>N_{0}$,

$$
n^{-2 a-\varepsilon}<\mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right)<n^{-2 a+\varepsilon} .
$$

Theorem 1.3. There exists a constant $C \in(0, \infty)$ such that

$$
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}}=C\right)=1
$$

From Theorem 1.1, we can see that, unlike the result that the expected number $\mathbb{E}\left(f_{1}(n)\right)$ of rarely visited sites is equal to 2 for all $n \geq 1$, the expected number of rarely visited edges $\mathbb{E}(\alpha(n))$ increases with $n$ and $\lim _{n \rightarrow+\infty} \mathbb{E}(\alpha(n))=2$. Theorem 1.2 and Theorem 1.3 imply that the asymptotic behavior of rarely visited edges is similar to that of rarely visited sites.

Remark 1.4. Related to the results above, we think the following open problems are worth studying:
(1) What is the exact value of the constant $C$ in Theorem 1.3?
(2) If $\left\{S_{n}\right\}_{n \geq 0}$ is an asymmetric simple random walk, i.e., $P\left(X_{1}=1\right) \neq P\left(X_{1}=-1\right)$, what is the asymptotic behavior of rarely visited edges?

The rest of the paper is organized as follows. In Section 2, we give the proof of Theorem 1.1. In Section 3, the proofs of Theorems 1.2 and 1.3 will be given.

## 2 Proof of Theorem 1.1

Without loss of generality, for the proof of Theorem 1.1, we can assume that

$$
\Omega:=\left\{\omega=\left(\omega_{0}, \omega_{1}, \omega_{2}, \ldots\right): \omega_{n} \in \mathbb{Z}, \forall n \geq 0, \text { and }\left|\omega_{n}-\omega_{n-1}\right|=1, \forall n \geq 1\right\}
$$

Let $\mathscr{F}$ be the $\sigma$-field on $\Omega$ generated by cylinder sets. For $n \geq 0, x \in \mathbb{Z}$ and $x_{0}, x_{1}, \ldots, x_{n} \in \mathbb{Z}$ satisfying $\left|x_{k}-x_{k-1}\right|=1$ for all $k=1, \ldots, n$, we define a probability measure $\mathbb{P}_{x}$ on $(\Omega, \mathscr{F})$ by

$$
\mathbb{P}_{x}\left(\omega: \omega_{0}=x_{0}, \omega_{1}=x_{1}, \ldots, \omega_{n}=x_{n}\right):=\frac{1}{2^{n}} \delta_{x}\left(x_{0}\right) .
$$

Let

$$
S_{n}(\omega):=\omega_{n}, \forall n \geq 0, \quad X_{0}:=S_{0}, \quad X_{n}=S_{n}-S_{n-1}, \forall n \geq 1
$$

Then under $\mathbb{P}_{x},\left\{S_{n}\right\}_{n \geq 0}$ is a simple symmetric random walk on $\mathbb{Z}$ with $S_{0}=x$, and $\left\{X_{n}\right\}_{n \geq 1}$ are i.i.d. random variables with

$$
\mathbb{P}_{x}\left(X_{1}=1\right)=\mathbb{P}_{x}\left(X_{1}=-1\right)=\frac{1}{2}
$$

$\mathbb{P}_{0}$ is the probability measure $\mathbb{P}$ of Section 1 . We will use $\mathbb{E}_{x}$ to denote the expectation with respect to $\mathbb{P}_{x}$.

Proof of Theorem 1.1. (i) Obviously, we have $\mathbb{E}_{0}(\alpha(1))=1$.
Let $\tilde{\alpha}(n)$ be the number of rarely visited edges of the random walk $\left\{S_{k}, 1 \leq k \leq n+1\right\}$. Since $X_{1}, X_{2}, \ldots, X_{n+1}$ are i.i.d., we have

$$
\begin{aligned}
\mathbb{E}_{0}(\tilde{\alpha}(n)) & =\mathbb{P}_{0}\left(X_{1}=1\right) \mathbb{E}_{0}\left(\tilde{\alpha}_{1}(n) \mid X_{1}=1\right)+\mathbb{P}_{0}\left(X_{1}=-1\right) \mathbb{E}_{0}\left(\tilde{\alpha}(n) \mid X_{1}=-1\right) \\
& =\frac{1}{2} \mathbb{E}_{1}(\alpha(n))+\frac{1}{2} \mathbb{E}_{-1}(\alpha(n))=\frac{1}{2} \mathbb{E}_{0}(\alpha(n))+\frac{1}{2} \mathbb{E}_{0}(\alpha(n))=\mathbb{E}_{0}(\alpha(n)) .
\end{aligned}
$$

Thus,

$$
\begin{align*}
& \mathbb{E}_{0}(\alpha(n+1))-\mathbb{E}_{0}(\alpha(n)) \\
= & {\left[\mathbb{E}_{0}\left(\alpha(n+1) ; X_{1}=1\right)+\mathbb{E}_{0}\left(\alpha(n+1) ; X_{1}=-1\right)\right]-\mathbb{E}_{0}(\alpha(n)) } \\
= & {\left[\mathbb{E}_{0}\left(\alpha(n+1) ; L(0, n+1)=1, X_{1}=1\right)+\mathbb{E}_{0}\left(\alpha(n+1) ; L(0, n+1)=2, X_{1}=1\right)\right.} \\
& \left.+\mathbb{E}_{0}\left(\alpha(n+1) ; L(0, n+1) \geq 3, X_{1}=1\right)\right] \\
& +\left[\mathbb{E}_{0}\left(\alpha(n+1) ; L(-1, n+1)=1, X_{1}=-1\right)+\mathbb{E}_{0}\left(\alpha(n+1) ; L(-1, n+1)=2, X_{1}=-1\right)\right. \\
& \left.+\mathbb{E}_{0}\left(\alpha(n+1) ; L(-1, n+1) \geq 3, X_{1}=-1\right)\right]-\mathbb{E}_{0}(\alpha(n)) \\
= & {\left[\mathbb{E}_{0}\left(\tilde{\alpha}(n)+1 ; L(0, n+1)=1, X_{1}=1\right)+\mathbb{E}_{0}\left(\tilde{\alpha}(n)-1 ; L(0, n+1)=2, X_{1}=1\right)\right.} \\
& \left.+\mathbb{E}_{0}\left(\tilde{\alpha}(n) ; L(0, n+1) \geq 3, X_{1}=1\right)\right] \\
& +\left[\mathbb{E}_{0}\left(\tilde{\alpha}(n)+1 ; L(-1, n+1)=1, X_{1}=-1\right)+\mathbb{E}_{0}\left(\tilde{\alpha}(n)-1 ; L(-1, n+1)=2, X_{1}=-1\right)\right. \\
& \left.+\mathbb{E}_{0}\left(\tilde{\alpha}(n) ; L(-1, n+1) \geq 3, X_{1}=-1\right)\right]-\mathbb{E}_{0}(\alpha(n)) \\
= & \mathbb{E}_{0}(\tilde{\alpha}(n))+\left[P_{0}\left(L(0, n+1)=1, X_{1}=1\right)-\mathbb{P}_{0}\left(L(0, n+1)=2, X_{1}=1\right)\right] \\
& +\left[\mathbb{P}_{0}\left(L(-1, n+1)=1, X_{1}=-1\right)-\mathbb{P}_{0}\left(L(-1, n+1)=2, X_{1}=-1\right)\right]-\mathbb{E}_{0}(\alpha(n)) \\
= & {\left[\mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1\right)-\mathbb{P}_{0}\left(L(0, n+1)=2, X_{1}=1\right)\right] } \\
& +\left[\mathbb{P}_{0}\left(L(-1, n+1)=1, X_{1}=-1\right)-\mathbb{P}_{0}\left(L(-1, n+1)=2, X_{1}=-1\right)\right] . \tag{2.1}
\end{align*}
$$

For $\omega \in \Omega$, define

$$
\begin{equation*}
\sigma(\omega):=\sup \left\{0<k \leq n+1, S_{k}(\omega)=1\right\} . \tag{2.2}
\end{equation*}
$$

Then

$$
\begin{align*}
\mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1\right)= & \mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1, \sigma<n+1\right) \\
& +\mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1, \sigma=n+1\right) \tag{2.3}
\end{align*}
$$

We deal with $\mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1, \sigma<n+1\right)$ first. For any $\omega \in\left\{L(0, n+1)=1, X_{1}=\right.$ $1, \sigma \leq n+1\}$, we define $\omega^{\prime} \in \Omega$ by

$$
\omega_{k}^{\prime}:=\left\{\begin{array}{cll}
\omega_{k}, & \text { if } \quad 0 \leq k \leq \sigma(\omega)  \tag{2.4}\\
2-\omega_{k}, & \text { if } \quad k>\sigma(\omega)
\end{array}\right.
$$

For any $\omega \in\left\{L(0, n+1)=1, X_{1}=1, S_{0}=0, \sigma<n+1\right\}$, we have $1 \leq \sigma(\omega)<n+1, S_{\sigma(\omega)+1}(\omega)=2$ and $S_{k}(\omega) \geq 1$ for all $1 \leq k \leq \sigma(\omega)$. So $S_{\sigma(\omega)+1}\left(\omega^{\prime}\right)=0$. Thus $L\left(0, n+1, \omega^{\prime}\right) \geq 2$. Suppose that $L\left(0, n+1, \omega^{\prime}\right) \geq 3$. Since $S_{k}\left(\omega^{\prime}\right)=S_{k}(\omega) \geq 1$ for all $1 \leq k \leq \sigma(\omega)$, there exists $m$, $\sigma(\omega)+2 \leq m \leq n+1$, such that $S_{m-1}\left(\omega^{\prime}\right)=0, S_{m}\left(\omega^{\prime}\right)=1$. Then by (2.4) we get $S_{m-1}(\omega)=$ $2, S_{m}(\omega)=1$, which contradicts the definition of $\sigma(\omega)$ in (2.2). Hence, $L\left(0, n+1, \omega^{\prime}\right)=2$. Thus,
$\omega^{\prime} \in\left\{L(0, n+1)=2, X_{1}=1, S_{0}=0\right\}$. It is easy to see that the map defined in (2.4) is an injection on the set $\left\{L(0, n+1)=1, X_{1}=1, S_{0}=0, \sigma<n+1\right\}$, so it is an injection from the set $\left\{L(0, n+1)=1, X_{1}=1, S_{0}=0, \sigma<n+1\right\}$ to the set $\left\{L(0, n+1)=2, X_{1}=1, S_{0}=0\right\}$.

For any $\omega \in\left\{L(0, n+1)=2, S_{0}=0, X_{1}=1\right\}$, we have $1 \leq \sigma(\omega) \leq n+1$ and there exists a unique $\tilde{\sigma}(\omega)$ such that $n+1 \geq \tilde{\sigma}(\omega) \geq 2$ and

$$
\begin{equation*}
S_{\tilde{\sigma}(\omega)-1}(\omega)=1, S_{\tilde{\sigma}(\omega)}(\omega)=0 \tag{2.5}
\end{equation*}
$$

Obviously, $\sigma(\omega) \neq \tilde{\sigma}(\omega)$. If $\tilde{\sigma}(\omega)<\sigma(\omega)$, then using $S_{0}(\omega)=0, S_{1}(\omega)=1, S_{\tilde{\sigma}(\omega)-1}(\omega)=$ $1, S_{\tilde{\sigma}(\omega)}(\omega)=0$ and $S_{\sigma(\omega)}(\omega)=1$, we get $L(0, n+1, \omega) \geq 3$, which contradicts $L(0, n+1)=2$. Hence, $n+1 \geq \tilde{\sigma}(\omega)>\sigma(\omega)$. If $S_{\sigma(\omega)+1}(\omega)=2$, then, since $S_{\tilde{\sigma}(\omega)}(\omega)=0$, there exists $m$ such that $\sigma(\omega)+2 \leq m<\tilde{\sigma}(\omega)$ and

$$
S_{m-1}(\omega)=2, S_{m}(\omega)=1
$$

which contradicts the definition of $\sigma(\omega)$ in (2.2). Thus $S_{\sigma(\omega)+1}(\omega)=0$ and $\tilde{\sigma}(\omega)=\sigma(\omega)+1$. Therefore $S_{k}(\omega) \geq 1$ for all $1 \leq k \leq \sigma(\omega)$, and $S_{k}(\omega) \leq 0$ for all $\sigma(\omega)+1 \leq k \leq n+1$. Note that $S_{0}\left(\omega^{\prime}\right)=0, S_{k}\left(\omega^{\prime}\right)=S_{k}(\omega) \geq 1$ for all $1 \leq k \leq \sigma(\omega)$, and $S_{k}\left(\omega^{\prime}\right)=2-S_{k}(\omega) \geq 2$ for all $\sigma(\omega)+1 \leq k \leq n+1$. Thus $L\left(0, n+1, \omega^{\prime}\right)=1$ and $\sigma\left(\omega^{\prime}\right)=\sigma(\omega)<n+1$. It easy to see that the map defined in (2.4) is an injection on the set $\left\{L(0, n+1)=2, S_{0}=0, X_{1}=1\right\}$, so it is an injection from the set $\left\{L(0, n+1)=2, S_{0}=0, X_{1}=1\right\}$ to the set $\left\{L(0, n+1)=1, S_{0}=0, X_{1}=1, \sigma<n+1\right\}$.

Therefore we have shown that there is a one-to-one correspondence between the sets $\{L(0, n+$ $\left.1)=2, S_{0}=0, X_{1}=1\right\}$ and $\left\{L(0, n+1)=1, S_{0}=0, X_{1}=1, \sigma<n+1\right\}$. Thus

$$
\begin{equation*}
\mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1, \sigma<n+1\right)=\mathbb{P}_{0}\left(L(0, n+1)=2, X_{1}=1\right) \tag{2.6}
\end{equation*}
$$

Now we deal with $\mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1, \sigma=n+1\right)$. Note that

$$
\begin{align*}
& \mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1, \sigma=n+1\right) \\
& =\mathbb{P}_{0}\left(L(0, n+1)=1, X_{1}=1, S_{n}=2, S_{n+1}=1\right) \\
& =\mathbb{P}_{0}\left(X_{1}=1\right) \mathbb{P}_{0}\left(S_{j} \geq 1,1 \leq j \leq n+1, S_{n+1}=1 \mid X_{1}=1\right) \\
& =\frac{1}{2} \mathbb{P}_{0}\left(S_{j} \geq 0,0 \leq j \leq n, S_{n}=0\right) \tag{2.7}
\end{align*}
$$

Combining (2.3), (2.6) and (2.7), we get

$$
\begin{align*}
\mathbb{P}_{0}(L(0, n+1) & \left.=1, X_{1}=1\right) \\
=\mathbb{P}_{0}(L(0, n+1) & \left.=2, X_{1}=1\right)+\frac{1}{2} \mathbb{P}_{0}\left(S_{j} \geq 0,0 \leq j \leq n, S_{n}=0\right) \tag{2.8}
\end{align*}
$$

Similarly, by the symmetry of $\left\{S_{m}\right\}_{m \geq 0}$, we have

$$
\begin{aligned}
\mathbb{P}_{0}(L(-1, n+1) & \left.=1, X_{1}=-1\right) \\
=\mathbb{P}_{0}(L(-1, n+1) & \left.=2, X_{1}=-1\right)+\frac{1}{2} \mathbb{P}_{0}\left(S_{j} \leq 0,0 \leq j \leq n, S_{n}=0\right)
\end{aligned}
$$

$$
\begin{equation*}
=\mathbb{P}_{0}\left(L(-1, n+1)=2, X_{1}=-1\right)+\frac{1}{2} \mathbb{P}_{0}\left(S_{j} \geq 0,0 \leq j \leq n, S_{n}=0\right) \tag{2.9}
\end{equation*}
$$

Hence, by (2.1), (2.8) and (2.9), we have

$$
\begin{equation*}
\mathbb{E}_{0}(\alpha(n+1))-\mathbb{E}_{0}(\alpha(n))=\mathbb{P}_{0}\left(S_{j} \geq 0,0 \leq j \leq n, S_{n}=0\right) \tag{2.10}
\end{equation*}
$$

When $n$ is odd, we have

$$
\begin{equation*}
\mathbb{P}_{0}\left(S_{j} \geq 0,0 \leq j \leq n, S_{n}=0\right)=0 \tag{2.11}
\end{equation*}
$$

When $n$ is even, we will use the reflection principle to deal with $P_{0}\left(S_{j} \geq 0,0 \leq j \leq n, S_{n}=0\right)$. For $x \in \mathbb{Z}$, let

$$
\begin{equation*}
\sigma_{x}:=\inf \left\{n \geq 0, S_{n}=x\right\} \tag{2.12}
\end{equation*}
$$

For $n \geq 2$, we have

$$
\begin{equation*}
\mathbb{P}_{0}\left(S_{n}=0\right)=\mathbb{P}_{0}\left(S_{n}=0, \sigma_{-1}>n\right)+\mathbb{P}_{0}\left(S_{n}=0, \sigma_{-1} \leq n\right) \tag{2.13}
\end{equation*}
$$

For $\omega \in \Omega$, we define $\omega^{\prime \prime} \in \Omega$ by

$$
\omega_{k}^{\prime \prime}=\left\{\begin{array}{cl}
-2-\omega_{k}, & 0 \leq k \leq \sigma_{-1}(\omega)  \tag{2.14}\\
\omega_{k}, & k>\sigma_{-1}(\omega)
\end{array}\right.
$$

It is easy to see that the map defined in (2.14) gives a one-to-one correspondence between the set $\left\{S_{0}=0, S_{n}=0, \sigma_{-1} \leq n\right\}$ and $\left\{S_{0}=-2, S_{n}=0\right\}$. Hence,

$$
\begin{equation*}
\mathbb{P}_{0}\left(S_{n}=0, \sigma_{-1} \leq n\right)=\mathbb{P}_{-2}\left(S_{n}=0\right) \tag{2.15}
\end{equation*}
$$

Thus by (2.13) and (2.15) we have

$$
\begin{align*}
& \mathbb{P}_{0}\left(S_{j} \geq 0,0 \leq j \leq n, S_{n}=0\right)=\mathbb{P}_{0}\left(S_{n}=0, \sigma_{-1}>n\right) \\
= & \mathbb{P}_{0}\left(S_{n}=0\right)-\mathbb{P}_{0}\left(S_{n}=0, \sigma_{-1} \leq n\right)=\mathbb{P}_{0}\left(S_{n}=0\right)-\mathbb{P}_{-2}\left(S_{n}=0\right) \\
= & \binom{n}{\frac{n}{2}} \frac{1}{2^{n}}-\binom{n}{\frac{n+2}{2}} \frac{1}{2^{n}}=2 \cdot \frac{(n-1)!!}{(n+2)!!} . \tag{2.16}
\end{align*}
$$

Hence, by (2.10), (2.11) and (2.16), we obtain

$$
\begin{aligned}
& \mathbb{E}(\alpha(n+1))-\mathbb{E}(\alpha(n))=\mathbb{E}_{0}(\alpha(n+1))-\mathbb{E}_{0}(\alpha(n)) \\
= & \mathbb{P}_{0}\left(S_{j} \geq 0,0 \leq j \leq n, S_{n}=0\right)=\left\{\begin{array}{cl}
0, & \text { if } n \text { is odd, } \\
2 \cdot \frac{(n-1)!!}{(n+2)!!}, & \text { if } n \text { is even. }
\end{array}\right.
\end{aligned}
$$

(ii) By (i) and the Taylor expansion of $\sqrt{1-x}, x \in[-1,1]$, we get

$$
\begin{aligned}
\lim _{n \rightarrow+\infty} \mathbb{E}(\alpha(n+1)) & =\mathbb{E}(\alpha(1))+\lim _{n \rightarrow+\infty} \sum_{k=1}^{n}[\mathbb{E}(\alpha(k+1))-E(\alpha(k))] \\
& =1+2 \sum_{k=1}^{+\infty} \frac{(2 k-1)!!}{(2 k+2)!!}=2
\end{aligned}
$$

## 3 Proofs of Theorems 1.2 and 1.3

Our proofs of Theorems 1.2 and 1.3 are inspired by Major [11]. First we use Kolmogorov's 0-1 law to show that there exists a constant $C \in[0, \infty]$ such that $\limsup \frac{\alpha(n)}{(\log n)^{2}}=C$ almost surely. The proof of this result is routine. However, it is not easy to show that $C \in(0,+\infty)$, which is the assertion of Theorem 1.3.

Proposition 3.1. If $\{f(n)\}_{n \geq 1}$ satisfies $0<f(n)<n$ and $\lim _{n \rightarrow+\infty} f(n)=+\infty$, then there exists $C \in[0, \infty]$ such that $\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{f(n)}=C\right)=1$.

Proof. Let $\alpha^{\prime}(n)$ be the number of rarely visited edges of $\left\{S_{k}, k \in[\sqrt{f(n)}, n]\right\}$. Then $\mid \alpha(n)-$ $\alpha^{\prime}(n) \mid \leq \sqrt{f(n)}$. Thus

$$
\begin{equation*}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{f(n)}=\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)}\right)=1 \tag{3.1}
\end{equation*}
$$

Noticing that for any $c \in[0, \infty],\left\{\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c\right\}$ is a tail event, by Kolmogorov's 0-1 law, we get that, for any $c \in[0, \infty]$,

$$
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c\right) \in\{0,1\} .
$$

Note that $\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq 0\right)=1$ and that $\left\{\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c\right\}$ decreases as $c$ increases. Define

$$
c^{*}:=\sup \left\{c \geq 0: \mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c\right)=1\right\}
$$

If $0 \leq c^{*}<\infty$, we can choose a decreasing sequence $\left\{c_{m}\right\}_{m \geq 1}$ such that $c_{m}>c^{*}$ and $\lim _{m \rightarrow+\infty} c_{m}=$ $c^{*}$. Then we have

$$
\begin{aligned}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)}>c^{*}\right) & =\mathbb{P}\left(\lim _{m \rightarrow+\infty}\left\{\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c_{m}\right\}\right) \\
& =\lim _{m \rightarrow+\infty} \mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c_{m}\right)=0
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \leq c^{*}\right)=1 \tag{3.2}
\end{equation*}
$$

In particular, if $c^{*}=0$, we have

$$
\begin{equation*}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)}=0\right)=1 . \tag{3.3}
\end{equation*}
$$

If $0<c^{*} \leq+\infty$, we can choose an increasing sequence $\left\{c_{m}\right\}_{m \geq 1}$ such that $c_{m}<c^{*}$ and $\lim _{m \rightarrow+\infty} c_{m}=c^{*}$. Then

$$
\begin{align*}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c^{*}\right) & =\mathbb{P}\left(\lim _{m \rightarrow+\infty}\left\{\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c_{m}\right\}\right) \\
& =\lim _{m \rightarrow+\infty} \mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)} \geq c_{m}\right)=1 \tag{3.4}
\end{align*}
$$

In particular, if $c^{*}=+\infty$, we have

$$
\begin{equation*}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)}=+\infty\right)=1 \tag{3.5}
\end{equation*}
$$

By (3.2) and (3.4), we know that if $0<c^{*}<\infty$, it holds

$$
\begin{equation*}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)}=c^{*}\right)=1 \tag{3.6}
\end{equation*}
$$

Combining (3.1), (3.3), (3.5) and (3.6), we always have

$$
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{f(n)}=c^{*}\right)=\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha^{\prime}(n)}{f(n)}=c^{*}\right)=1
$$

where $0 \leq c^{*} \leq+\infty$.

### 3.1 Some preparations

It follows from [11, Lemma 3, Remark 6] that

$$
\begin{align*}
& \lim _{n \rightarrow+\infty} n \mathbb{P}\left(S_{j}>0 \text { for all } 0<j \leq n \text { and } S_{j}<S_{n} \text { for all } 0 \leq j<n\right) \\
= & \lim _{n \rightarrow+\infty} n \mathbb{P}\left(0<S_{j}<S_{n}, \text { for all } 0<j<n\right)=\frac{1}{4} . \tag{3.7}
\end{align*}
$$

It is well known (see, for instance, [4, Lemma 4.9.3]) that

$$
\mathbb{P}\left(S_{1} \neq 0, \ldots, S_{2 n} \neq 0\right)=\mathbb{P}\left(S_{2 n}=0\right)
$$

By symmetry, we have

$$
\begin{equation*}
\mathbb{P}\left(S_{1}>0, \ldots, S_{2 n}>0\right)=\frac{1}{2} \mathbb{P}\left(S_{2 n}=0\right) \tag{3.8}
\end{equation*}
$$

Since

$$
\begin{aligned}
\mathbb{P}\left(S_{1} \geq 0, \ldots, S_{2 n} \geq 0\right) & =\mathbb{P}\left(S_{1} \geq 0, \ldots, S_{2 n-1} \geq 0\right) \\
& =2 \mathbb{P}\left(S_{1}=1, S_{2}-S_{1} \geq 0, \ldots, S_{2 n}-S_{1} \geq 0\right)
\end{aligned}
$$

$$
=2 \mathbb{P}\left(S_{1}>0, \ldots, S_{2 n}>0\right)
$$

we have

$$
\begin{equation*}
\mathbb{P}\left(S_{1} \geq 0, \ldots, S_{2 n} \geq 0\right)=\mathbb{P}\left(S_{2 n}=0\right) \tag{3.9}
\end{equation*}
$$

For $k \geq 0$, let $\alpha_{k}(n)$ denote the number of subsets of $\mathcal{A}_{n}$ with exactly $k$ elements. Then $\alpha_{k}(n)=$ $\binom{\alpha(n)}{k}$ for $k \leq \alpha(n)$ and $\alpha_{k}(n)=0$ for $k>\alpha(n)$. The following lemma plays a key role in the proof of Theorem 1.2.

Lemma 3.2. Let $a>0$. If $k \sim a \log n$ as $n \rightarrow+\infty$, then for any $\varepsilon \in(0,1 / 2)$, there exists $n_{0}=n_{0}(a, \varepsilon)$ such that for all $n \geq n_{0}$,

$$
\left[\left(\frac{1}{2}-\varepsilon\right) \log n\right]^{k}<\mathbb{E} \alpha_{k}(n)<\left[\left(\frac{1}{2}+\varepsilon\right) \log n\right]^{k} .
$$

For non-negative integers $r$ and $t$, we define

$$
\begin{aligned}
C_{1}(t) & :=\left\{0<S_{l}<S_{t} \text { for all } 0<l<t\right\}, 0<t \leq n ; \\
C_{2}(r, t) & :=\left\{S_{r}<S_{l} \leq S_{t} \text { for all } r<l \leq t\right\}, 0 \leq r<t \leq n ; \\
C_{2}(t) & :=\left\{0<S_{l} \leq S_{t} \text { for all } 0<l \leq t\right\}, 0<t \leq n ; \\
D_{1}(t) & :=\left\{S_{l} \leq S_{t} \text { for all } 0 \leq l \leq t\right\}, 0 \leq t \leq n ; \\
D_{2}(r, t) & :=\left\{S_{r}<S_{l} \text { for all } r<l \leq t\right\}, 0 \leq r<t \leq n .
\end{aligned}
$$

Proposition 3.3. (i) $\lim _{t \rightarrow+\infty} t \mathbb{P}\left(C_{2}(t)\right)=\frac{1}{2}$;
(ii) $\lim _{t \rightarrow+\infty} \sqrt{t} \mathbb{P}\left(D_{1}(t)\right)=\sqrt{2 / \pi}$;
(iii) $\lim _{t-r \rightarrow+\infty} \sqrt{t-r} \mathbb{P}\left(D_{2}(r, t)\right)=1 / \sqrt{2 \pi}$.

Proof. (i) Since

$$
\begin{aligned}
\left\{X_{t+1}=1\right\} \cap C_{2}(t) & =\left\{X_{t+1}=1,0<S_{l} \leq S_{t} \text { for all } 0<l \leq t\right\} \\
& =\left\{0<S_{l} \leq S_{t}<S_{t+1}, \text { for all } 0<l \leq t\right\} \\
& =\left\{0<S_{l}<S_{t+1} \text { for all } 0<l<t+1\right\}=C_{1}(t+1)
\end{aligned}
$$

we have

$$
\mathbb{P}\left(C_{1}(t+1)\right)=\mathbb{P}\left(\left\{X_{t+1}=1\right\} \cap C_{2}(t)\right)=\mathbb{P}\left(X_{t+1}=1\right) \mathbb{P}\left(C_{2}(t)\right)=\frac{1}{2} \mathbb{P}\left(C_{2}(t)\right)
$$

Thus by (3.7), we have

$$
\lim _{t \rightarrow+\infty} t \mathbb{P}\left(C_{2}(t)\right)=\lim _{t \rightarrow+\infty} 2 t \mathbb{P}\left(C_{1}(t+1)\right)=\frac{1}{2}
$$

(ii) Let $\check{S}_{k}^{t}:=S_{t}-S_{t-k}, k=0,1, \ldots, t$. Then $\left\{\check{S}_{k}^{t}\right\}_{0 \leq k \leq t}$ is a simple symmetric random walk with $\breve{S}_{0}^{t}=0$. Thus

$$
\mathbb{P}\left(D_{1}(t)\right)=\mathbb{P}\left(\check{S}_{0}^{t} \geq 0, \check{S}_{1}^{t} \geq 0, \ldots, \check{S}_{t}^{t} \geq 0\right)=\mathbb{P}\left(S_{2 m}=0\right)=\binom{2 m}{m} \frac{1}{2^{2 m}}
$$

where $m=t / 2$ or $m=(t+1) / 2$ and we used (3.9) in the second equality above. Thus, by Stirling's formula, we have

$$
\lim _{t \rightarrow+\infty} \sqrt{t} \mathbb{P}\left(D_{1}(t)\right)=\sqrt{2 / \pi}
$$

(iii) Let $\widehat{S}_{k}^{r}=S_{r+k}-S_{r}, k=0,1,2, \ldots, t-r$. Then $\left\{\widehat{S}_{k}^{r}\right\}_{0 \leq k \leq t-r}$ is a simple symmetric random walk with $\widehat{S}_{0}^{r}=0$. Thus

$$
\mathbb{P}\left(D_{2}(r, t)\right)=\mathbb{P}\left(\widehat{S}_{1}>0, \widehat{S}_{2}>0, \ldots, \widehat{S}_{t-r}>0\right)=\frac{1}{2} \mathbb{P}\left(S_{2 m}=0\right)=\frac{1}{2} \cdot\binom{2 m}{m} \frac{1}{2^{2 m}}
$$

where $m=(t-r) / 2$ or $m=(t-r-1) / 2$ and we used (3.8) in the second equaility above. Hence, by Stirling's formula, we have

$$
\lim _{t-r \rightarrow+\infty} \sqrt{t-r} \mathbb{P}\left(D_{2}(r, t)\right)=1 / \sqrt{2 \pi}
$$

We define

$$
\begin{equation*}
\mathcal{A}_{n}^{+}:=\left\{z \geq 0 \mid\langle z, z+1\rangle \in \mathcal{A}_{n}\right\}, \quad \mathcal{A}_{n}^{-}:=\left\{z \leq 0 \mid\langle z-1, z\rangle \in \mathcal{A}_{n}\right\} . \tag{3.10}
\end{equation*}
$$

Then there is a one-to-one correspondence between $\mathcal{A}_{n}^{+}$and the collection of rarely visited edges, on the positive half-axis, of $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$. There is also a one-to-one correspondence between $\mathcal{A}_{n}^{-}$and the collection of rarely visited edges, on the negative half-axis, of $\left\{S_{m}\right\}_{m \geq 0}$ up to time $n$. Let $\alpha^{+}(n):=\# \mathcal{A}_{n}^{+}, \alpha^{-}(n):=\# \mathcal{A}_{n}^{-}$. For $k \geq 0$, let $\alpha_{k}^{+}(n)$ be the number of subsets of $\mathcal{A}_{n}^{+}$with exactly $k$ elements. Then $\alpha_{k}^{+}(n)=\binom{\alpha^{+}(n)}{k}$ for $k \leq \alpha^{+}(n)$ and $\alpha_{k}^{+}(n)=0$ for $k>\alpha^{+}(n)$. We define $\alpha_{k}^{-}(n)$ similarly.

Proof of Lemma 3.2. For $k \geq 2$, it holds that

$$
\alpha_{k}^{+}(n) \mathbf{1}_{\left\{k \leq \alpha^{+}(n)\right\}}=\sum_{0 \leq j_{1}<\cdots<j_{k} \leq n-1} \mathbf{1}_{D_{1}\left(j_{1}\right) C_{2}\left(j_{1}, j_{2}\right) C_{2}\left(j_{2}, j_{3}\right) \cdots C_{2}\left(j_{k-1}, j_{k}\right) D_{2}\left(j_{k}, n\right)},
$$

where $\mathbf{1}_{A}(\cdot)$ is the indicator function. Hence,

$$
\begin{aligned}
\mathbb{E} \alpha_{k}^{+}(n) & =\sum_{0 \leq j_{1}<\cdots<j_{k} \leq n-1} \mathbb{P}\left(D_{1}\left(j_{1}\right) C_{2}\left(j_{1}, j_{2}\right) C_{2}\left(j_{2}, j_{3}\right) \cdots C_{2}\left(j_{k-1}, j_{k}\right) D_{2}\left(j_{k}, n\right)\right) \\
& =\sum_{0 \leq j_{1}<\cdots<j_{k} \leq n-1} \mathbb{P}\left(D_{1}\left(j_{1}\right)\right) \mathbb{P}\left(C_{2}\left(j_{1}, j_{2}\right)\right) \mathbb{P}\left(C_{2}\left(j_{2}, j_{3}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(j_{k-1}, j_{k}\right)\right) \mathbb{P}\left(D_{2}\left(j_{k}, n\right)\right)
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{0 \leq j_{1}<\cdots<j_{k} \leq n-1} \mathbb{P}\left(D_{1}\left(j_{1}\right)\right) \mathbb{P}\left(C_{2}\left(j_{2}-j_{1}\right)\right) \mathbb{P}\left(C_{2}\left(j_{3}-j_{2}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(j_{k}-j_{k-1}\right)\right) \mathbb{P}\left(D_{2}\left(j_{k}, n\right)\right) \tag{3.11}
\end{equation*}
$$

Let $j=j_{1}, r=j_{k}-j_{1}, y_{i}=j_{i+1}-j_{i}, 1 \leq i \leq k-1$. Then we have

$$
\begin{align*}
& \mathbb{E} \alpha_{k}^{+}(n) \\
& =\sum_{r=k-1}^{n-1}\left[\sum_{j=0}^{n-1-r} \mathbb{P}\left(D_{1}(j)\right) \mathbb{P}\left(D_{2}(j+r, n)\right)\right]\left[\sum_{\substack{0<y_{i}<r \\
y_{1}+y_{2}+\cdots+y_{k-1}=r}} \mathbb{P}\left(C_{2}\left(y_{1}\right)\right) \mathbb{P}\left(C_{2}\left(y_{2}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(y_{k-1}\right)\right)\right] . \tag{3.12}
\end{align*}
$$

It follows from Proposition 3.3 that there exists a positive constant $c_{1}$ such that for all integers $n, r \geq 1$ and $j \geq 0$ with $n-j-r \geq 1$,

$$
\sqrt{j} \mathbb{P}\left(D_{1}(j)\right) \leq c_{1}, \quad \sqrt{n-j-r} \mathbb{P}\left(D_{2}(j+r, n)\right) \leq c_{1}
$$

Thus

$$
\begin{align*}
& \sum_{j=0}^{n-1-r} \mathbb{P}\left(D_{1}(j)\right) \mathbb{P}\left(D_{2}(j+r, n)\right) \\
& =\mathbb{P}\left(D_{2}(r, n)\right)+\sum_{j=1}^{n-1-r} \mathbb{P}\left(D_{1}(j)\right) \mathbb{P}\left(D_{2}(j+r, n)\right) \\
& \leq c\left(1+\sum_{j=1}^{n-1-r} \frac{1}{\sqrt{j(n-r-j)}}\right) \\
& =c\left(1+\sum_{j=1}^{n-1-r} \frac{1}{\sqrt{\frac{j}{n-r}} \sqrt{1-\frac{j}{n-r}}} \cdot \frac{1}{n-r}\right) \tag{3.13}
\end{align*}
$$

where $c=\max \left\{1, c_{1}^{2}\right\}$. Since

$$
\lim _{n-r \rightarrow+\infty} \sum_{j=1}^{n-1-r} \frac{1}{\sqrt{\frac{j}{n-r}} \sqrt{1-\frac{j}{n-r}}} \cdot \frac{1}{n-r}=\int_{0}^{1} x^{-1 / 2}(1-x)^{-1 / 2} d x=\pi
$$

we know that

$$
\sum_{j=1}^{n-1-r} \frac{1}{\sqrt{\frac{j}{n-r}} \sqrt{1-\frac{j}{n-r}}} \cdot \frac{1}{n-r}, \quad n-r \geq 1
$$

is bounded. Thus by (3.13), there exists a positive constant $C$ such that for all integers $n, r \geq 1$ with $n-r \geq 1$,

$$
\begin{equation*}
\sum_{j=0}^{n-1-r} \mathbb{P}\left(D_{1}(j)\right) \mathbb{P}\left(D_{2}(j+r, n)\right) \leq C \tag{3.14}
\end{equation*}
$$

Hence, by (3.12) and (3.14), we have

$$
\begin{aligned}
\mathbb{E} \alpha_{k}^{+}(n) & \leq C \sum_{r=k-1}^{n-1} \sum_{\substack{0<y_{i}<r \\
y_{1}+y_{2}+\cdots+y_{k-1}=r}} \mathbb{P}\left(C_{2}\left(y_{1}\right)\right) \mathbb{P}\left(C_{2}\left(y_{2}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(y_{k-1}\right)\right) \\
& \leq C \sum_{r=k-1}^{(k-1)(n-1)} \sum_{\substack{0<y_{i}<r \\
y_{1}+y_{2}+\cdots+y_{k-1}=r}} \mathbb{P}\left(C_{2}\left(y_{1}\right)\right) P\left(C_{2}\left(y_{2}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(y_{k-1}\right)\right) \\
& =C \sum_{\substack{0<y_{i} \leq n-1 \\
i=1,2, \ldots, k-1}} \mathbb{P}\left(C_{2}\left(y_{1}\right)\right) \mathbb{P}\left(C_{2}\left(y_{2}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(y_{k-1}\right)\right) \\
& =C\left(\sum_{y=1}^{n-1} \mathbb{P}\left(C_{2}(y)\right)\right)^{k-1} .
\end{aligned}
$$

Combining Proposition 3.3 with Stolz's theorem, we get that

$$
\lim _{n \rightarrow+\infty} \frac{\sum_{y=1}^{n-1} \mathbb{P}\left(C_{2}(y)\right)}{\log n}=\lim _{n \rightarrow+\infty} \frac{\sum_{y=1}^{n-1} \mathbb{P}\left(C_{2}(y)\right)}{\sum_{y=1}^{n-1} \frac{1}{y}} \cdot \frac{\sum_{y=1}^{n-1} \frac{1}{y}}{\log n}=\frac{1}{2}
$$

It follows that, for any $\varepsilon>0$, there exists $N_{1}(\varepsilon)$ such that for all $n>N_{1}(\varepsilon), \sum_{y=1}^{n-1} \mathbb{P}\left(C_{2}(y)\right) \leq$ $\left(\frac{1}{2}+\varepsilon\right) \log n$ and $\frac{C}{\left(\frac{1}{2}+\varepsilon\right) \log n} \leq \frac{1}{2}$. Thus for all $n>N_{1}(\varepsilon)$, it holds that

$$
\begin{equation*}
\mathbb{E} \alpha_{k}^{+}(n) \leq C\left[\left(\frac{1}{2}+\varepsilon\right) \log n\right]^{k-1}=\frac{C}{\left(\frac{1}{2}+\varepsilon\right) \log n}\left[\left(\frac{1}{2}+\varepsilon\right) \log n\right]^{k} \leq \frac{1}{2}\left[\left(\frac{1}{2}+\varepsilon\right) \log n\right]^{k} \tag{3.15}
\end{equation*}
$$

Next, we bound $\mathbb{E} \alpha_{k}^{+}(n)$ from below. Since $k \sim a \log n$ as $n \rightarrow+\infty$, we know when $n$ is sufficiently large, $\frac{n}{3 k}>1$. Let $j_{1} \leq \frac{n}{3}, 0<j_{l}-j_{l-1} \leq \frac{n}{3 k}, l=2,3, \ldots, k$. Then $j_{k}=$ $\sum_{l=2}^{k}\left(j_{l}-j_{l-1}\right)+j_{1}<\frac{2 n}{3}$. Hence, by (3.11), we have that

$$
\begin{align*}
\mathbb{E} \alpha_{k}^{+}(n) \geq & \sum_{\substack{0 \leq j_{1} \leq \frac{n}{3} \\
0<j_{l}-j_{l}-1 \leq \frac{n}{3 k}, l=2,3, \ldots, k}} \mathbb{P}\left(D_{1}\left(j_{1}\right)\right) \mathbb{P}\left(C_{2}\left(j_{2}-j_{1}\right)\right) \mathbb{P}\left(C_{2}\left(j_{3}-j_{2}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(j_{k}-j_{k-1}\right)\right) \mathbb{P}\left(D_{2}\left(j_{k}, n\right)\right) \\
= & \sum_{k-1 \leq r \leq(k-1) \frac{n}{3 k}}\left[\sum_{0 \leq j \leq \frac{n}{3}} \mathbb{P}\left(D_{1}(j)\right) \mathbb{P}\left(D_{2}(j+r, n)\right)\right] \\
& \cdot\left[\sum_{\substack{0<y_{i} \leq \frac{n}{3 k}, 1 \leq i \leq k-1 \\
y_{1}+y_{2}+\cdots+y_{k-1}=r}} \mathbb{P}\left(C_{2}\left(y_{1}\right)\right) \mathbb{P}\left(C_{2}\left(y_{2}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(y_{k-1}\right)\right)\right] \tag{3.16}
\end{align*}
$$

It follows from Proposition 3.3 that there exists a positive constant $c_{2}$ such that for all integers $n, r \geq 1$ and $j \geq 0$ with $n-j-r \geq 1$,

$$
\sqrt{j} \mathbb{P}\left(D_{1}(j)\right) \geq c_{2}, \quad \sqrt{n-j-r} \mathbb{P}\left(D_{2}(j+r, n)\right) \geq c_{2}
$$

Thus

$$
\sum_{0 \leq j \leq \frac{n}{3}} \mathbb{P}\left(D_{1}(j)\right) \mathbb{P}\left(D_{2}(j+r, n)\right) \geq c_{2}^{2} \sum_{0 \leq j \leq \frac{n}{3}} \frac{1}{\sqrt{n j}}=\frac{c_{2}^{2}}{\sqrt{3}} \sum_{0 \leq j \leq \frac{n}{3}} \frac{1}{\sqrt{\frac{3 j}{n}}} \cdot \frac{3}{n}
$$

which together with $\lim _{n \rightarrow+\infty} \sum_{0 \leq j \leq \frac{n}{3}} \frac{1}{\sqrt{\frac{3 j}{n}}} \cdot \frac{3}{n}=\int_{0}^{1} x^{-1 / 2} \mathrm{~d} x=2$ implies that there exists a positive constant $\tilde{C}$ (independent of $r \geq 1$ ) such that

$$
\begin{equation*}
\sum_{0 \leq j \leq \frac{n}{3}} \mathbb{P}\left(D_{1}(j)\right) \mathbb{P}\left(D_{2}(j+r, n)\right) \geq \tilde{C} \tag{3.17}
\end{equation*}
$$

Hence, by (3.16) and (3.17), we have

$$
\begin{align*}
& \mathbb{E} \alpha_{k}^{+}(n) \geq \tilde{C} \sum_{k-1 \leq r \leq(k-1)}\left[\sum_{\substack{n \\
3 k}} \mathbb{P}\left(C_{2}\left(y_{1}\right)\right) \mathbb{P}\left(C_{2}\left(y_{2}\right)\right) \cdots \mathbb{P}\left(C_{2}\left(y_{k-1}\right)\right)\right] \\
& =\tilde{C}\left[\sum_{0<y \leq \frac{n}{3 k}} \mathbb{P}\left(C_{2}(y)\right)\right]^{k-1} . \tag{3.18}
\end{align*}
$$

Combining the fact that $k \sim a \log n$ as $n \rightarrow+\infty$ with Proposition 3.3, we have

$$
\lim _{n \rightarrow \infty} \frac{\sum_{0<y \leq \frac{n}{3 k}} \mathbb{P}\left(C_{2}(y)\right)}{\log n}=\lim _{n \rightarrow \infty} \frac{\sum_{0<y \leq \frac{n}{3 k}} \mathbb{P}\left(C_{2}(y)\right)}{\sum_{0<y \leq \frac{n}{3 k}} \frac{1}{y}} \cdot \frac{\sum_{0<y \leq \frac{n}{3 k}} \frac{1}{y}}{\log \frac{n}{3 k}} \cdot \frac{\log \frac{n}{3 k}}{\log n}=\frac{1}{2} .
$$

It follows that, for any $\varepsilon \in\left(0, \frac{1}{2}\right)$, there exists $N_{2}(a, \varepsilon)>N_{1}(\varepsilon)$ such that for all $n>N_{2}(a, \varepsilon)$, $\sum_{0<y \leq \frac{n}{3 k}} \mathbb{P}\left(C_{2}(y)\right) \geq\left(\frac{1}{2}-\frac{\varepsilon}{2}\right) \log n$, which together with (3.18) implies that for all $n>N_{2}(a, \varepsilon)$,

$$
\mathbb{E} \alpha_{k}^{+}(n) \geq \tilde{C}\left[\left(\frac{1}{2}-\frac{\varepsilon}{2}\right) \log n\right]^{k-1}=\left[\left(\frac{1}{2}-\varepsilon\right) \log n\right]^{k} \cdot \frac{\tilde{C}}{\frac{1}{2}-\varepsilon}\left[\frac{\frac{1}{2}-\frac{\varepsilon}{2}}{\frac{1}{2}-\varepsilon}\right]^{k-1} \frac{1}{\log n} .
$$

Since by $k \sim a \log n$ as $n \rightarrow+\infty$, we have

$$
\lim _{n \rightarrow+\infty}\left[\frac{\frac{1}{2}-\frac{\varepsilon}{2}}{\frac{1}{2}-\varepsilon}\right]^{k-1} \frac{1}{\log n}=+\infty
$$

Hence, there exists $N_{3}(a, \varepsilon) \geq N_{2}(a, \varepsilon)$ such that for all $n>N_{3}(a, \varepsilon)$,

$$
\begin{equation*}
\mathbb{E} \alpha_{k}^{+}(n) \geq \frac{1}{2}\left[\left(\frac{1}{2}-\varepsilon\right) \log n\right]^{k} \tag{3.19}
\end{equation*}
$$

By the symmetry of $\left\{S_{n}\right\}_{n \geq 0},(3.10),(3.15)$ and (3.19), we obtain that for all $n>N_{3}(a, \varepsilon)$,

$$
\begin{equation*}
\frac{1}{2}\left[\left(\frac{1}{2}-\varepsilon\right) \log n\right]^{k} \leq \mathbb{E} \alpha_{k}^{-}(n)=\mathbb{E} \alpha_{k}^{+}(n) \leq \frac{1}{2}\left[\left(\frac{1}{2}+\varepsilon\right) \log n\right]^{k} \tag{3.20}
\end{equation*}
$$

Notice that $\alpha^{+}(n) \alpha^{-}(n)=0$. Hence

$$
\alpha_{k}(n)=\alpha_{k}^{+}(n)+\alpha_{k}^{-}(n)
$$

Thus, by (3.15), (3.19) and (3.20), for any $\varepsilon \in\left(0, \frac{1}{2}\right)$, there exists $n_{0}(a, \varepsilon)=N_{3}(a, \varepsilon)$ such that for all $n>n_{0}(a, \varepsilon)$,

$$
\left[\left(\frac{1}{2}-\varepsilon\right) \log n\right]^{k} \leq \mathbb{E} \alpha_{k}(n)=\mathbb{E} \alpha_{k}^{+}(n)+\mathbb{E} \alpha_{k}^{-}(n) \leq\left[\left(\frac{1}{2}+\varepsilon\right) \log n\right]^{k}
$$

### 3.2 Proof of Theorem 1.2

In this proof, $C$ stands for a positive constant whose value may change from one appearance to another. We prove the theorem in three steps.

Step 1: In this step, we will prove that, for all $a>0$ and $\varepsilon>0$, there exists $N_{1}(a, \varepsilon)$ such that for all $n>N_{1}(a, \varepsilon)$,

$$
\mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right)<n^{-2 a+\varepsilon} .
$$

Let $k=\lfloor 2 a \log n\rfloor$ and $0<\delta<1$. By Markov's inequality, Lemma 3.2 and properties of the Gamma function, there exists $n_{1}(\delta)$ such that for all $n \geq n_{1}(\delta)$, we have

$$
\begin{align*}
& \mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right) \leq \mathbb{P}\left(\alpha(n)>\left\lfloor a(\log n)^{2}\right\rfloor\right) \\
& =\mathbb{P}\left(\alpha_{k}(n)>\binom{\left\lfloor a(\log n)^{2}\right\rfloor}{ k}\right) \leq \frac{\mathbb{E} \alpha_{k}(n)}{\left(\left\lfloor a(\log n)^{2}\right\rfloor\right.} \begin{array}{l}
k
\end{array} \\
& \leq\left[\frac{1}{2}(1+\delta) \log n\right]^{k} \cdot \frac{\Gamma(k+1) \Gamma\left(\left\lfloor a(\log n)^{2}\right\rfloor-k+1\right)}{\Gamma\left(\left\lfloor a(\log n)^{2}\right\rfloor+1\right)} \\
& \leq\left[\frac{1}{2}(1+\delta) \log n\right]^{2 a \log n} \cdot \frac{\Gamma(2 a \log n+1) \Gamma\left(a(\log n)^{2}-2 a \log n+2\right)}{\Gamma\left(a(\log n)^{2}\right)} \\
& =\left[\frac{1}{2}(1+\delta) \log n\right]^{2 a \log n} \cdot a(\log n)^{2}\left(a(\log n)^{2}-2 a \log n+1\right) \\
& \quad \cdot \frac{\Gamma(2 a \log n+1) \Gamma\left(a(\log n)^{2}-2 a \log n+1\right)}{\Gamma\left(a(\log n)^{2}+1\right)} \tag{3.21}
\end{align*}
$$

Then by Stirling's formula, we have

$$
\begin{align*}
& \mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right) \\
\leq & C\left[\frac{1}{2}(1+\delta) \log n\right]^{2 a \log n} \cdot(\log n)^{4} \\
& \cdot \frac{(2 a \log n)^{2 a \log n+1 / 2}\left[a(\log n)^{2}-2 a \log n\right]^{a(\log n)^{2}-2 a \log n+1 / 2}}{\left[a(\log n)^{2}\right]^{a(\log n)^{2}+1 / 2}} \\
\leq & C(1+\delta)^{2 a \log n} \cdot(\log n)^{9 / 2}\left[1-\frac{2}{\log n}\right]^{a(\log n)^{2}-2 a \log n+1 / 2} \tag{3.22}
\end{align*}
$$

By Taylor's expansion, we have

$$
\begin{aligned}
& {\left[1-\frac{2}{\log n}\right]^{a(\log n)^{2}-2 a \log n+1 / 2} } \\
= & \exp \left\{\left[a(\log n)^{2}-2 a \log n+1 / 2\right] \log \left(1-\frac{2}{\log n}\right)\right\} \\
= & \exp \left\{\left[a(\log n)^{2}-2 a \log n+1 / 2\right]\left[-\frac{2}{\log n}+O\left((\log n)^{-2}\right)\right]\right\} \\
= & \exp \{-2 a(\log n)+O(1)\},
\end{aligned}
$$

which together with (3.22) implies that for all $\varepsilon>0$,

$$
\begin{aligned}
& \mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right) \\
& \leq C(1+\delta)^{2 a \log n}(\log n)^{\frac{9}{2}} \cdot \exp \{-2 a(\log n)\} \\
& =n^{-2 a+\varepsilon} \cdot \exp \left\{[2 a \log (1+\delta)-\varepsilon] \log n+\frac{9}{2} \log (\log n)+C\right\} .
\end{aligned}
$$

Hence, for any fixed $\varepsilon>0$, there exists $0<\delta_{1}(\varepsilon)<\frac{1}{2}$ such that for all $\delta<\delta_{1}(\varepsilon), 2 a \log (1+\delta)-\varepsilon<$ 0 . Thus we have $\lim _{n \rightarrow+\infty} \exp \left\{[2 a \log (1+\delta)-\varepsilon] \log n+\frac{9}{2} \log (\log n)+C\right\}=0$. Therefore, for any $\delta \in\left(0, \delta_{1}(\varepsilon)\right)$, there exists $N_{1}(a, \varepsilon)>n_{1}(\delta)$ such that for all $n>N_{1}(a, \varepsilon)$,

$$
\begin{equation*}
\mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right)<n^{-2 a+\varepsilon} . \tag{3.23}
\end{equation*}
$$

Step 2: Let $\delta \in\left(0, \frac{1}{2}\right), \bar{a}=a(1+2 \delta), d=2 a, k=\lfloor 2 a \log n\rfloor=\lfloor d \log n\rfloor, k^{\prime}=\lfloor d(1+\delta) \log n\rfloor$, and $k^{\prime \prime}=\lfloor d(1+2 \delta) \log n\rfloor$. In this step, we will prove that when $n$ is sufficiently large,

$$
\begin{equation*}
\sum_{m \geq \bar{a}(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime}} \leq \frac{1}{3} \mathbb{E} \alpha_{k^{\prime}}(n) \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{m \leq a(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime}} \leq \frac{1}{3} \mathbb{E} \alpha_{k^{\prime}}(n) . \tag{3.25}
\end{equation*}
$$

We will only give the proof of (3.24). The proof of (3.25) is similar.
For any $m \geq k^{\prime \prime}, \frac{\binom{m}{k^{\prime}}}{\binom{m}{k^{\prime \prime}}}$ decreases as $m$ increases. Thus

$$
\begin{aligned}
& \sum_{m \geq \bar{a}(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime}} \\
= & \sum_{m \geq \bar{a}(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime \prime}} \cdot \frac{\binom{m}{k^{\prime}}}{\binom{m}{k^{\prime \prime}}} \\
\leq & \left.\sum_{m \geq \bar{a}(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime \prime}}\right] \cdot \frac{\binom{\left\lfloor\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime}}}{\binom{\left\lfloor\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime \prime}}}
\end{aligned}
$$

$$
\begin{equation*}
\leq \mathbb{E} \alpha_{k^{\prime \prime}}(n) \frac{\left(\frac{\left(\bar{a}(\log n)^{2}\right\rfloor}{k^{\prime}}\right)}{\binom{\left.\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime \prime}}} \tag{3.26}
\end{equation*}
$$

By Markov's inequality, Lemma 3.2, properties of the Gamma function, there exists $n_{2}(\delta)$ such that for all $n>n_{2}(\delta)$,

$$
\begin{align*}
& \frac{\mathbb{E} \alpha_{k^{\prime \prime}}(n)}{\mathbb{E} \alpha_{k^{\prime}}(n)} \cdot \frac{\left(\begin{array}{l}
\left(\bar{a}(\log n)^{k^{\prime}}\right\rfloor
\end{array}\right)}{\left(\begin{array}{l}
\left.\left(\bar{a}(\log n)^{2}\right\rfloor\right) \\
k^{\prime \prime}
\end{array}\right.} \\
& \leq \frac{\left[\frac{1}{2}\left(1+\delta^{3}\right) \log n\right]^{k^{\prime \prime}}}{\left[\frac{1}{2}\left(1-\delta^{3}\right) \log n\right]^{k^{\prime}}} \cdot \frac{\Gamma\left(k^{\prime \prime}+1\right) \Gamma\left(\left\lfloor\bar{a}(\log n)^{2}\right\rfloor-k^{\prime \prime}+1\right)}{\Gamma\left(k^{\prime}+1\right) \Gamma\left(\left\lfloor\bar{a}(\log n)^{2}\right\rfloor-k^{\prime}+1\right)} \\
& \leq \frac{\left[\frac{1}{2}\left(1+\delta^{3}\right) \log n\right]^{d(1+2 \delta) \log n}}{\left[\frac{1}{2}\left(1-\delta^{3}\right) \log n\right]^{d(1+\delta) \log n-1}} \cdot \frac{\Gamma(d(1+2 \delta) \log n+1) \Gamma\left(\bar{a}(\log n)^{2}-d(1+2 \delta) \log n+2\right)}{\Gamma(d(1+\delta) \log n) \Gamma\left(\bar{a}(\log n)^{2}-d(1+\delta) \log n\right)} \\
& =\frac{\left[\frac{1}{2}\left(1+\delta^{3}\right) \log n\right]^{d(1+2 \delta) \log n}}{\left[\frac{1}{2}\left(1-\delta^{3}\right) \log n\right]^{d(1+\delta) \log n-1}} \\
& \quad \cdot[d(1+\delta) \log n]\left[\bar{a}(\log n)^{2}-d(1+\delta) \log n\right]\left[\bar{a}(\log n)^{2}-d(1+2 \delta) \log n+1\right] \\
& \quad \cdot \frac{\Gamma(d(1+2 \delta) \log n+1) \Gamma\left(\bar{a}(\log n)^{2}-d(1+\delta) \log n+1\right)}{\Gamma(d(1+\delta) \log n+1) \Gamma\left(\bar{a}(\log n)^{2}-d(1+\delta) \log n+1\right)} \\
& \leq C \frac{\left[\frac{1}{2}\left(1+\delta^{3}\right) \log n\right]^{d(1+2 \delta) \log n}}{\left[\frac{1}{2}\left(1-\delta^{3}\right) \log n\right]^{d(1+\delta) \log n-1}}(\log n)^{5} \\
& \quad \cdot \frac{(d(1+2 \delta) \log n)^{d(1+2 \delta) \log n+1 / 2}\left(\bar{a}(\log n)^{2}-d(1+2 \delta) \log n\right)^{\bar{a}(\log n)^{2}-d(1+2 \delta) \log n+1 / 2}}{(d(1+\delta) \log n)^{d(1+\delta) \log n+1 / 2}\left(\bar{a}(\log n)^{2}-d(1+\delta) \log n\right)^{\bar{a}(\log n)^{2}-d(1+\delta) \log n+1 / 2}} \\
& \leq C(\log n)^{6} \frac{\left(1+\delta^{3}\right)^{d(1+2 \delta) \log n}}{\left(1-\delta^{3}\right)^{d(1+\delta) \log n}}\left(\frac{1+2 \delta}{1+\delta}\right)^{d(1+\delta) \log n} \frac{\left(1-\frac{d(1+2 \delta)}{\bar{a} \log n}\right)^{\bar{a}(\log n)^{2}-d(1+2 \delta) \log n+1 / 2}}{\left(1-\frac{d(1+\delta)}{\bar{a} \log n}\right)^{\bar{a}(\log n)^{2}-d(1+\delta) \log n+1 / 2}} \tag{3.27}
\end{align*}
$$

By Taylor's expansion, we have

$$
\begin{aligned}
& \left(1-\frac{d(1+2 \delta)}{\bar{a} \log n}\right)^{\bar{a}(\log n)^{2}-d(1+2 \delta) \log n+1 / 2} \\
= & \exp \left\{\left[\bar{a}(\log n)^{2}-d(1+2 \delta) \log n+1 / 2\right] \log \left(1-\frac{d(1+2 \delta)}{\bar{a} \log n}\right)\right\} \\
= & \exp \left\{\left[\bar{a}(\log n)^{2}-d(1+2 \delta) \log n+1 / 2\right]\left[-\frac{d(1+2 \delta)}{\bar{a} \log n}+O\left((\log n)^{-2}\right)\right]\right\} \\
= & \exp \{-d(1+2 \delta) \log n+O(1)\} .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
& \left(1-\frac{d(1+\delta)}{\bar{a} \log n}\right)^{\bar{a}(\log n)^{2}-d(1+\delta) \log n+1 / 2}=\exp \{-d(1+\delta) \log n+O(1)\} \\
& \left(\frac{1+2 \delta}{1+\delta}\right)^{d(1+\delta) \log n}=\exp \{d(1+\delta)[\log (1+2 \delta)-\log (1+\delta)] \log n\}
\end{aligned}
$$

$$
\begin{aligned}
& =\exp \left\{d(1+\delta)\left(\delta-\frac{3}{2} \delta^{2}+O\left(\delta^{3}\right)\right) \log n\right\} \\
& =\exp \left\{\left(d \delta-\frac{d \delta^{2}}{2}+O\left(\delta^{3}\right)\right) \log n\right\},
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\left(1+\delta^{3}\right)^{d(1+2 \delta) \log n}}{\left(1-\delta^{3}\right)^{d(1+\delta) \log n}} & =\exp \left\{d(1+2 \delta) \log \left(1+\delta^{3}\right) \log n-d(1+\delta) \log \left(1-\delta^{3}\right) \log n\right\} \\
& =\exp \left\{O\left(\delta^{3}\right) \log n\right\}
\end{aligned}
$$

Combining the four displays above with (3.27), we get

$$
\begin{aligned}
& \frac{\mathbb{E} \alpha_{k^{\prime \prime}}(n)}{\mathbb{E} \alpha_{k^{\prime}}(n)} \cdot \frac{\left(\left\lfloor\bar{a}(\log n)^{k^{\prime}}\right\rfloor\right)}{\left(\begin{array}{|c}
\left\lfloor\bar{a}(\log n)^{\prime \prime}\right\rfloor \\
k^{\prime \prime}
\end{array}\right.} \\
\leq & C(\log n)^{6} \cdot \exp \left\{O\left(\delta^{3}\right) \log n\right\} \cdot \exp \left\{\left(d \delta-\frac{d \delta^{2}}{2}+O\left(\delta^{3}\right)\right) \log n\right\} \cdot \frac{\exp \{-d(1+2 \delta) \log n\}}{\exp \{-d(1+\delta) \log n\}} \\
\leq & \exp \left\{-\left(\frac{d}{2}-O(\delta)\right) \delta^{2} \log n+6 \log \log n+C\right\} .
\end{aligned}
$$

So there exists $\delta_{2}(d)>0$ such that for all $\delta<\delta_{2}(d)$, we have $\frac{d}{2}-O(\delta)=a-O(\delta)>0$. Thus we have

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \frac{\mathbb{E} \alpha_{k^{\prime \prime}}(n)}{\mathbb{E} \alpha_{k^{\prime}}(n)} \cdot \frac{\binom{\left(\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime}}}{\binom{\left\lfloor\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime \prime}}}=0 . \tag{3.28}
\end{equation*}
$$

Combining this with (3.26), we get that, for any fixed $\delta \in\left(0, \delta_{2}(d)\right)$, there exists $N_{2}(\delta)>n_{2}(\delta)$ such that for all $n>N_{2}(\delta)$,

$$
\sum_{m \geq \bar{a}(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime}} \leq \mathbb{E} \alpha_{k^{\prime}}(n) \cdot \frac{\mathbb{E} \alpha_{k^{\prime \prime}}(n)}{\mathbb{E} \alpha_{k^{\prime}}(n)} \cdot \frac{\binom{\left\lfloor\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime}}}{\binom{\left\lfloor\bar{a}(\log n)^{\prime}\right\rfloor}{ k^{\prime \prime}}} \leq \frac{1}{3} \mathbb{E} \alpha_{k^{\prime}}(n)
$$

Step 3: In this step, we will prove that when $n$ is sufficiently large,

$$
\mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right)>n^{-2 a-\varepsilon} .
$$

By Markov's inequality, Lemma 3.2 and properties of the Gamma function, there exists $n_{3}(\delta)$ such that for all $n>n_{3}(\delta)$,

$$
\begin{aligned}
& \frac{\mathbb{E} \alpha_{k^{\prime}}(n)}{\left(\left\lfloor\bar{a}(\log n)^{2}\right\rfloor\right)} \\
\geq & {\left[\frac{1}{2}(1-\delta) \log n\right]^{k^{\prime}} \frac{\Gamma\left(k^{\prime}+1\right) \Gamma\left(\left\lfloor\bar{a}(\log n)^{2}\right\rfloor-k^{\prime}+1\right)}{\Gamma\left(\left\lfloor\bar{a}(\log n)^{2}\right\rfloor+1\right)} } \\
\geq & {\left[\frac{1}{2}(1-\delta) \log n\right]^{d(1+\delta) \log n-1} \frac{\Gamma(d(1+\delta) \log n) \Gamma\left(\bar{a}(\log n)^{2}-d(1+\delta) \log n\right)}{\Gamma\left(\bar{a}(\log n)^{2}+1\right)} }
\end{aligned}
$$

$$
\begin{align*}
& \geq\left[\frac{1}{2}(1-\delta) \log n\right]^{d(1+\delta) \log n-1}[d(1+\delta) \log n]^{-1}\left[\bar{a}(\log n)^{2}-d(1+\delta) \log n\right]^{-1} \\
& \quad \cdot \frac{\Gamma(d(1+\delta) \log n+1) \Gamma\left(\bar{a}(\log n)^{2}-d(1+\delta) \log n+1\right)}{\Gamma\left(\bar{a}(\log n)^{2}+1\right)} \\
& \geq C\left[\frac{1}{2}(1-\delta) \log n\right]^{d(1+\delta) \log n}(\log n)^{-4} \\
& \quad \cdot \frac{(d(1+\delta) \log n)^{d(1+\delta) \log +1 / 2}\left(\bar{a}(\log n)^{2}-d(1+\delta) \log n\right)^{\bar{a}(\log n)^{2}-d(1+\delta) \log n+1 / 2}}{\left(\bar{a}(\log n)^{2}\right)^{\bar{a}(\log n)^{2}+1 / 2}} \\
& \geq C(\log n)^{-7 / 2}\left(\frac{1-\delta}{1+2 \delta}\right)^{d(1+\delta) \log n}\left(1-\frac{d(1+\delta)}{\bar{a} \log n}\right)^{\bar{a}(\log n)^{2}-d(1+\delta) \log n+1 / 2} \tag{3.29}
\end{align*}
$$

By Taylor's expansion, we have

$$
\begin{aligned}
& \left(1-\frac{d(1+\delta)}{\bar{a} \log n}\right)^{\bar{a}(\log n)^{2}-d(1+\delta) \log n+1 / 2} \\
& =\exp \left\{\left[\bar{a}(\log n)^{2}-d(1+\delta) \log n+1 / 2\right] \log \left(1-\frac{d(1+\delta)}{\bar{a} \log n}\right)\right\} \\
& =\exp \left\{\left[\bar{a}(\log n)^{2}-d(1+\delta) \log n+1 / 2\right]\left[-\frac{d(1+\delta)}{\bar{a} \log n}+O\left((\log n)^{-2}\right)\right]\right\} \\
& =\exp \{-d(1+\delta) \log n+O(1)\}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\frac{1-\delta}{1+2 \delta}\right)^{d(1+\delta) \log n} & =\exp \{d(1+\delta)[\log (1-\delta)-\log (1+2 \delta)] \log n\} \\
& =\exp \left\{d(1+\delta)\left(-3 \delta+O\left(\delta^{2}\right)\right) \log n\right\} \\
& =\exp \left\{d\left(-3 \delta+O\left(\delta^{2}\right)\right) \log n\right\}
\end{aligned}
$$

Combining the two displays above with (3.29), we get that for any $\varepsilon>0$,

$$
\begin{aligned}
\frac{\mathbb{E} \alpha_{k^{\prime}}(n)}{\left(\frac{\left.\bar{a}(\log n)^{2}\right\rfloor}{k^{\prime}}\right)} & \geq C(\log n)^{-7 / 2} \cdot \exp \left\{d\left(-3 \delta+O\left(\delta^{2}\right)\right) \log n\right\} \cdot \exp \{-d(1+\delta) \log n\} \\
& =n^{-(d+\varepsilon)} \cdot \exp \left\{C-\frac{7}{2} \log (\log n)+\left(\varepsilon-4 d \delta+O\left(\delta^{2}\right)\right) \log n\right\}
\end{aligned}
$$

For any $\varepsilon>0$, there exists $\delta_{3}(\varepsilon)>0$ such that $\varepsilon-4 d \delta+O\left(\delta^{2}\right)>0$ for all $\delta<\delta_{3}(\varepsilon)$. Thus $\lim _{n \rightarrow+\infty} \exp \left\{C-\frac{7}{2} \log \log n+\left(\varepsilon-4 d \delta+O\left(\delta^{2}\right)\right) \log n\right\}=+\infty$. Hence, for any $\delta \in\left(0, \delta_{3}(\varepsilon)\right)$, there exists $N_{3}(\delta)>n_{3}(\delta)$ such that for all $n>N_{3}(\delta)$,

$$
\frac{\mathbb{E} \alpha_{k^{\prime}}(n)}{\left(\begin{array}{c}
\left.\bar{a}\left(\log _{k^{\prime}} n\right)^{2}\right\rfloor \tag{3.30}
\end{array}\right)}>3 n^{-(d+\varepsilon)}=3 n^{-2 a-\varepsilon}
$$

Let $\delta=\frac{1}{2} \min \left\{\delta_{1}(\varepsilon), \delta_{2}(d), \delta_{3}(\varepsilon)\right\}$. By the analysis above, we know that there exists $N(a, \varepsilon)$ such that for all $n>N(a, \varepsilon),(3.23),(3.24),(3.25)$ and (3.30) hold and $\bar{a}(\log n)^{2}-a(\log n)^{2}=$ $2 a \delta(\log n)^{2}>1$. Hence,

$$
\mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right)
$$

$$
\begin{align*}
& \geq \sum_{a(\log n)^{2}<m<\bar{a}(\log n)^{2}} \mathbb{P}(\alpha(n)=m) \\
& \geq \frac{1}{\binom{\left\lfloor\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime}}} \sum_{a(\log n)^{2}<m<\bar{a}(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime}} \\
& =\frac{1}{\binom{\left\lfloor\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime}}}\left[\mathbb{E} \alpha_{k^{\prime}}(n)-\sum_{m \geq \bar{a}(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime}}-\sum_{m \leq a(\log n)^{2}} \mathbb{P}(\alpha(n)=m)\binom{m}{k^{\prime}}\right] \\
& \geq \frac{1}{3} \frac{\mathbb{E} \alpha_{k^{\prime}}(n)}{\binom{\left.\bar{a}(\log n)^{2}\right\rfloor}{ k^{\prime}}}>n^{-2 a-\varepsilon} . \tag{3.31}
\end{align*}
$$

Hence, by (3.23) and (3.31), we obtain that for all $n>N(a, \varepsilon)$,

$$
n^{-2 a-\varepsilon}<\mathbb{P}\left(\alpha(n)>a(\log n)^{2}\right)<n^{-2 a+\varepsilon} .
$$

Remark 3.4. From the proof of Theorem 1.2, we know that the key is that Lemma 3.2 holds for $\mathbb{E} \alpha_{k}(n)$. By (3.20) we know that $\mathbb{E} \alpha_{k}^{+}(n)$ satisfies a similar inequality as $\mathbb{E} \alpha_{k}(n)$. So by following the proof of Theorem 1.2, we can get the same conclusion for $\mathbb{E} \alpha^{+}(n)$, i.e. for all $a>0$ and $\varepsilon>0$, there exists an $N_{0}=N_{0}(a, \varepsilon)$ such that for all $n>N_{0}$

$$
n^{-2 a-\varepsilon}<\mathbb{P}\left(\alpha^{+}(n)>a(\log n)^{2}\right)<n^{-2 a+\varepsilon} .
$$

### 3.3 Proof of Theorem 1.3

Step 1. First we deal with the upper bound of $\lim \sup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}}$.
By Theorem 1.2, for all $\varepsilon>0$, there exists $n_{0}$ such that for all $n>n_{0}$,

$$
\mathbb{P}\left(\alpha(n)>\left(\frac{1}{2}+\varepsilon\right)(\log n)^{2}\right)<n^{-(1+2 \varepsilon)+\varepsilon}=n^{-1-\varepsilon} .
$$

It follows that

$$
\sum_{n=1}^{+\infty} \mathbb{P}\left(\alpha(n)>\left(\frac{1}{2}+\varepsilon\right)(\log n)^{2}\right) \leq \sum_{n=1}^{n_{0}} \mathbb{P}\left(\alpha(n)>\left(\frac{1}{2}+\varepsilon\right)(\log n)^{2}\right)+\sum_{n=n_{0}+1}^{+\infty} n^{-1-\varepsilon}<\infty
$$

Thus by the Borel-Cantelli lemma, we have

$$
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}} \leq \frac{1}{2}+\varepsilon\right) \geq \mathbb{P}\left(\bigcup_{k=1}^{+\infty} \bigcap_{n=k}^{+\infty}\left\{\alpha(n) \leq\left(\frac{1}{2}+\varepsilon\right)(\log n)^{2}\right\}\right)=1
$$

So

$$
\begin{equation*}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}} \leq \frac{1}{2}\right)=\lim _{\varepsilon \rightarrow 0^{+}} \mathbb{P}\left(\limsup _{n \rightarrow \infty} \frac{\alpha(n)}{(\log n)^{2}} \leq \frac{1}{2}+\varepsilon\right)=1 \tag{3.32}
\end{equation*}
$$

Step 2. In this step, we deal with lower bound of $\lim \sup _{n \rightarrow \infty} \frac{\alpha(n)}{(\log n)^{2}}$.
For $k \geq 1$, define

$$
\mathcal{A}^{+}\left(\sigma_{k^{2}}, \sigma_{k^{2}}+k\right):=\left\{z \geq k^{2}, z \in \mathcal{A}_{\sigma_{k^{2}}+k}^{+}\right\}
$$

where $\sigma_{k^{2}}$ is defined in (2.12). Then we have

$$
\begin{aligned}
\mathcal{A}^{+}\left(\sigma_{k^{2}}, \sigma_{k^{2}}+k\right) & =\left\{z \geq k^{2}: \exists!t \in\left[\sigma_{k^{2}}, \sigma_{k^{2}}+k\right) \text { s.t. } S_{t}=z, S_{t+1}=z+1\right\} \\
& \in \sigma\left(X_{\sigma_{k^{2}}+1}, X_{\sigma_{k^{2}}+2}, \ldots, X_{\sigma_{k^{2}}+k}\right)
\end{aligned}
$$

Since $\sigma_{(k+1)^{2}}-\sigma_{k^{2}} \geq 2 k+1$, we get that $\left\{\mathcal{A}^{+}\left(\sigma_{k^{2}}, \sigma_{k^{2}}+k\right), k \geq 1\right\}$ are independent.
We define $\tilde{S}_{t}^{\sigma_{k^{2}}}:=S_{\sigma_{k^{2}}+t}-S_{\sigma_{k^{2}}}, 0 \leq t \leq k$. Then $\left\{\tilde{S}_{t}^{\sigma_{k^{2}}}\right\}_{0 \leq t \leq k}$ is a simple symmtric random walk with $\tilde{S}_{0}^{\sigma^{k^{2}}}=0$. We denote $\tilde{\mathcal{A}}^{\sigma}{ }_{k^{2},+}(k)$ the counterpart of $\tilde{\mathcal{A}}_{k}^{+}$in (3.10) for the random walk $\left\{\tilde{S}_{t}^{\sigma^{k^{2}}}\right\}_{0 \leq t \leq k}$. Then we know that $\# \mathcal{A}^{+}\left(\sigma_{k^{2}}, \sigma_{k^{2}}+k\right)$ and $\# \tilde{\mathcal{A}}^{\sigma^{2},+}(k)$ have the same distribution. Remark 3.4 tells us that Theorem 1.2 also holds for $\# \tilde{\mathcal{A}}^{\sigma}{ }^{2},+(k)$. Hence, for all $\varepsilon \in\left(0, \frac{1}{2}\right)$, we have

$$
\begin{aligned}
& \sum_{k=1}^{+\infty} \mathbb{P}\left(\# \mathcal{A}^{+}\left(\sigma_{k^{2}}, \sigma_{k^{2}}+k\right)>\left(\frac{1}{2}-\varepsilon\right)(\log k)^{2}\right) \\
& =\sum_{k=1}^{+\infty} \mathbb{P}\left(\# \tilde{\mathcal{A}}^{\sigma_{k^{2}},+}(k)>\left(\frac{1}{2}-\varepsilon\right)(\log k)^{2}\right) \\
& \geq \sum_{k=1}^{k_{0}} \mathbb{P}\left(\# \tilde{\mathcal{A}}^{\sigma_{k^{2}},+}(k)>\left(\frac{1}{2}-\varepsilon\right)(\log k)^{2}\right)+\sum_{k=k_{0}+1}^{+\infty} k^{-2\left(\frac{1}{2}-\varepsilon\right)-\varepsilon}=+\infty .
\end{aligned}
$$

Then, by the Borel-Cantelli lemma again, we get

$$
\mathbb{P}\left(\# \mathcal{A}^{+}\left(\sigma_{k^{2}}, \sigma_{k^{2}}+k\right)>\left(\frac{1}{2}-\varepsilon\right)(\log k)^{2}, i . o .\right)=1
$$

which together with the fact that $\# \mathcal{A}^{+}\left(\sigma_{k^{2}}, \sigma_{k^{2}}+k\right) \leq \alpha^{+}\left(\sigma_{k^{2}}+k\right)$ implies that

$$
\mathbb{P}\left(\alpha^{+}\left(\sigma_{k^{2}}+k\right)>\left(\frac{1}{2}-\varepsilon\right)(\log k)^{2}, \text { i.o. }\right) \geq \mathbb{P}\left(\# \mathcal{A}^{+}\left(\sigma_{k^{2}}, \sigma_{k^{2}}+k\right)>\left(\frac{1}{2}-\varepsilon\right)(\log k)^{2}, \text { i.o. }\right)=1 .
$$

Since $\mathbb{P}\left(\lim _{n \rightarrow+\infty} \frac{\sigma_{n}}{n^{4}}=0\right)=1$, we have

$$
\begin{equation*}
\mathbb{P}\left(\left\{\alpha^{+}\left(\sigma_{k^{2}}+k\right)>\left(\frac{1}{2}-\varepsilon\right)(\log k)^{2}, i . o .\right\} \cap\left\{\lim _{n \rightarrow+\infty} \frac{\sigma_{n}}{n^{4}}=0\right\}\right)=1 \tag{3.33}
\end{equation*}
$$

For any $\omega \in\left\{\alpha^{+}\left(\sigma_{k^{2}}+k\right)>\left(\frac{1}{2}-\varepsilon\right)(\log k)^{2}, i . o.\right\} \cap\left\{\lim _{n \rightarrow+\infty} \frac{\sigma_{n}}{n^{4}}=0\right\}$, there exists $k_{j}(\omega) \rightarrow+\infty$, as $j \rightarrow+\infty$ such that, for all $j \geq 1, \frac{\alpha^{+}\left(\sigma_{k_{j}^{2}}+k_{j}\right)}{\left(\log k_{j}\right)^{2}}>\frac{1}{2}-\varepsilon, \sigma_{k_{j}^{2}}<\frac{1}{2} k_{j}^{8}$ and $k_{j}<\frac{1}{2} k_{j}^{8}$. Thus

$$
\frac{\alpha\left(\sigma_{k_{j}^{2}}+k_{j}\right)}{\left[\log \left(\sigma_{k_{j}^{2}}+k_{j}\right)\right]^{2}} \geq \frac{\alpha^{+}\left(\sigma_{k_{j}^{2}}+k_{j}\right)}{\left[\log \left(\sigma_{k_{j}^{2}}+k_{j}\right)\right]^{2}}=\frac{\alpha^{+}\left(\sigma_{k_{j}^{2}}+k_{j}\right)}{\left(\log k_{j}\right)^{2}} \cdot \frac{\left(\log k_{j}\right)^{2}}{\left[\log \left(\sigma_{k_{j}^{2}}+k_{j}\right)\right]^{2}}
$$

$$
>\left(\frac{1}{2}-\varepsilon\right) \frac{\left(\log k_{j}\right)^{2}}{\left(\log k_{j}^{8}\right)^{2}}=\frac{1-2 \varepsilon}{128} .
$$

Hence, we have

$$
\limsup _{n \rightarrow+\infty} \frac{\alpha(n)(\omega)}{(\log n)^{2}} \geq \limsup _{j \rightarrow+\infty} \frac{\alpha\left(\sigma_{k_{j}^{2}}+k_{j}\right)}{\left[\log \left(\sigma_{k_{j}^{2}}+k_{j}\right)\right]^{2}}(\omega) \geq \frac{1-2 \varepsilon}{128} .
$$

So by (3.33), we have

$$
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}} \geq \frac{1-2 \varepsilon}{128}\right)=1 .
$$

Thus we have

$$
\begin{equation*}
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}} \geq \frac{1}{128}\right)=\lim _{\varepsilon \rightarrow 0^{+}} \mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}} \geq \frac{1-2 \varepsilon}{128}\right)=1, \tag{3.34}
\end{equation*}
$$

which together with (3.32) implies that

$$
\begin{equation*}
\mathbb{P}\left(\frac{1}{128} \leq \limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}} \leq \frac{1}{2}\right)=1 \tag{3.35}
\end{equation*}
$$

Hence, by Proposition 3.1 and (3.35), we know that there exists a constant $C \in\left[\frac{1}{128}, \frac{1}{2}\right]$ such that

$$
\mathbb{P}\left(\limsup _{n \rightarrow+\infty} \frac{\alpha(n)}{(\log n)^{2}}=C\right)=1
$$
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